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Chapter 0

Introduction

0.1 Overview

This document describes a set of tests for evaluating Rybledependent Multicast - Sparse Mode imple-
mentation. Those tests have been designed by the XORP jpimeealuate the XORP PIM-SM implemen-
tation. However, even though the description of the obdseveesults uses examples with XORP-specific
commands, the description of the tests is generic, and casdzbfor evaluating any other PIM-SM imple-
mentation.

0.2 Test Software

The test software used in this test suite is the XORP PIM-Shlémentation itself. More specifically, the
XORP PIM-SM implementation has extensions that can be wsgdrerate various PIM-SM protocol con-
trol packets for testing purpose. In addition, on severabsions a multicast sender and receiver programs
are used to generate and receive multicast data traffic.nlergk any software can be used for that, as long
as it allows to specify the multicast interface to send oergrmulticast packets on, the multicast group to
use, and (in some cases) to control the data rate of the sender

0.3 Acronyms
Acronyms used in this Test Suite:

e LAN: LocalAreaNetwork

M: Monitor or packet capturer

MRT : MulticastRouting Table

MRE : MulticastRouting Entry

MRIB : MulticastRouting | nformationBase

N: Network

NBMA : Non-BroadcastM ulti-Access

RTE: Routing TableEntry



RUT: RouterUnderTest

Rx: Receiver

S: Source

TN: TestingNode
e TR: TestingRouter

When several entities of the same type are present in a tafigammtion, a number is appended to
the acronym to yield a label for each entity. For examplehéré were three testing routers in the test
configuration, they would be labeled TR1, TR2, TR3.

0.4 Definitions

e Route Metric: The metric of a route as reported by the unicast routingoguait

e Route Metric Preference The preference for using a route as defined per unicastgptiotocol
that has been used to compute the route, or as configureduter ro

0.5 Timers and Default Values

PIM-SMv2 defines several timers and default values. For tlipgse of testing, all configurable timers and
values are set to their defaults, unless otherwise notdukitest description. These defaults are given here
for reference, taken or calculated from the PIM-SM protagécification. Table 1 contains the timer and
default values from the PIM-SM base protocol specificatitable 2 contains the timer and default values
from the PIM-SM Bootstrap protocol specification.

0.6 Test Organization

This document organizes tests by loosely following the gmot specification as described in the protocol
specification documents (see Section 0.7). Each test hégllitvging format:

e Test Name:The name of the test. Typically, it corresponds to a subiggeat the protocol specifica-
tion document.

e Purpose: A short description of the goal of the test.

e References:A list of documents that can be useful to understand the sarmd the test, and the
expected behavior.

e Test Setup: A description of the configuration that should be prepareddwmance. If a value for a
configurable protocol parameter is not provided, then tiogoppl’s default value is used. Occasion-
ally, some configuration needs to be changed while the téspi®cess. In that case, this is explicitly
described in the procedure for that test.

e Procedure: Detailed step-by-step instructions for performing the.tEsr example, starting a router,
sending a protocol packet, observing transmitted packe® wetwork, observing protocol-specific
state in a router, etc. Typically, the procedure has separas. By default, each part should start with
the original test setup, unless stated otherwise.

7



Protocol Timer or Variable Name \ Value \

PI M_SM versi on_def aul t 2

LAN del ay def aul t 0.5 sec
t _override_default 2.5 sec
Hel l o_Peri od 30 sec
Tri ggered_Hel | o_Del ay 5 sec
Default Hell o Hol dtime 105 sec
Hel | o_Hol dti nme 105 sec
J/ P_Hol dTi me 210 sec
J/P_Cverride_Interval (1) 3sec
Assert _Override_lnterval 3sec
Assert Tinme 180 sec
t _periodic 60 sec
t _suppressed rand(66, 84) se¢
t _override rand(0, 2.5) seq
Keepal i ve_Peri od 210 sec
RP_Keepal i ve_Peri od 185 sec
Regi st er _Suppressi on_Ti nme 60 sec
Regi st er _Probe_Ti ne 5 sec

Table 1: PIM-SM base protocol specification timers and defalues

| Protocol Timer or Variable Namg Value |
BS Peri od 60 sec
BS_Ti neout 130 sec
rand_overri de weightedrand(5.0, 23.0) se¢
C- RP_Ti nmeout 150 sec
C- RP- Adv_Peri od 60 sec
SZ _Ti meout 1300 sec

Table 2: PIM-SM Bootstrap protocol specification timers dethult values

e Observable Results: Detailed description of the results that are expected aseites performed.
Typically, those are some specific protocol or data packepeaed to appear on a network, the
protocol state inside a router to change in some specific eiay, It is not necessary to observer
everything at the same type. The procedure descriptioraceninformation about what and when to
observe.

e Possible Problems:A description of various issues that may affect the testlt®$u certain situa-
tions. For example, some precise event timing or some peainiariations in the way the protocol is
implemented may result in slightly different behavior.

0.7 References

The following documents are referenced in this text:



e draft-ietf-pimsmv2-new 05. {ps,tex} —Protocol Independent Multicast - Sparse Mode
(PIM-SM): Protocol Specification (Revised)

edraft-ietf-pimsmbsr-03.{ps,tex} —Bootstrap Router (BSR) Mechanism for PIM Sparse
Mode

0.8 Acknowledgments

The format and notation in this test-suite is largely basedhe format of the IP Consortium Test Suite
developed by the InterOperability Laboratory at the Ursitgrof New Hampshire.



Test Group 1

Interoperabllity

Scope: The following tests verify the general operation of a PIM-8Miter and are not specific to any
single section of the specification.

Overview: These tests have been designed to test the Interoperatfilitye RUT with other PIM-SM
capable devices. This test group focuses on testing coafigns of the network that could cause problems
when deployed if the RUT does not operate properly with thécee that it is connected to. The tests
in this group do not determine if a product conforms to the f8M standard but they are designed as
interoperability tests. The test routers in this secti@a@mplete implementation of PIM-SM.

Please note that in the case of interoperability testsjriathgainst any other router does not necessarily
indicate nonconformance. Rather, it indicates that thertwabers are unable to work “properly” together
and that further work should be done to isolate the causeedhiture.
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1.1 Basic Interoperability

Purpose: To ensure that a router can interoperate with other PIM-Silementation in a multicast net-
work.

References:

e draft-ietf-pim-sm-v2-new-05 — Section 4

Discussion: PIM capable routers detect each other with PIM Hello messagel exchange information
for their routing tables through PIM Join/Prune messages.eBch multicast group there is a single PIM-
SM router that is the Rendezvous Point (RP) for that group-8M routers that are connected to group
members send PIM Join messages toward the RP to create tipegpecific shared tree. A PIM-SM router
that is directly connected to a multicast source, encafesithie multicast data in PIM Register messages
which are unicast to the RP for that group. The RP decapsulhéePIM Register messages and forwards
them down the group-specific shared tree to all receiverthfdrgroup.

Test Setup: Connect the RUT, TR1, TN1, and TN2 according to Figure 1.lat#sPIM-SM on both the
RUT and TR1.

( > LAN1 RUT LAN2 TR1 LAN3 ( >

Figure 1.1: Basic interoperability test setup

Procedure:

Part A: The RUT is the RP, TN1 is the receiver, and TN2 is thdesen

Configure both the RUT and TR1 such that the RUT is the RP farm&24.0.1.20. This configuration
can be either manual, or implicit through the Bootstrap rme@m. Configure TN1 and TN2 such that TN1
is the receiver, and TN2 is the sender, both for group 22420.1

1. Start both the RUT and TR1. If necessary, wait until thedePin the RUT and TR1 converges.
2. Start the receiver and the sender.

3. Observe the data packets received by the receiver.

Part B: TR1 is the RP, TN1 is the receiver, and TN2 is the sender

Configure both the RUT and TR1 such that TR1 is the RP for gr@4p®1.20. This configuration can
be either manual, or implicit through the Bootstrap mecsraniConfigure TN1 and TN2 such that TN1 is
the receiver, and TN2 is the sender, both for group 224.0.1ITRe rest of the procedure is same as in Part
A.

Part C: The RUT is the RP, TN2 is the receiver, and TN1 is thdesen

Configure both the RUT and TR1 such that the RUT is the RP farm&24.0.1.20. This configuration
can be either manual, or implicit through the Bootstrap rme@m. Configure TN1 and TN2 such that TN2
is the receiver, and TN1 is the sender, both for group 2220.1The rest of the procedure is same as in Part
A.

11



Part D: TR1 is the RP, TN2 is the receiver, and TN1 is the sender

Configure both the RUT and TR1 such that TR1 is the RP for gr@4p®1.20. This configuration can
be either manual, or implicit through the Bootstrap mecéraniConfigure TN1 and TN2 such that TN2 is
the receiver, and TN1 is the sender, both for group 224.0.1ITRe rest of the procedure is same as in Part
A.

Observable Resultsin all cases the data packets by the sender should be redsivtbd receiver.

In Part A, the data packets from TN2 should be encapsulat@®dNhRegisters by TR1, unicast to the
RUT (the RP), decapsulated by RUT, and then forwarded (usatiye multicast) to TN1. In Part B, the
data packets from TN2 should be forwarded by TR1 to the RUh§usative multicast, because TR1 does
not need to encapsulate PIM Registers to itself), and themafoled to TN1. In Part C, the data packets
from TN1 should be forwarded (using native multicast) by R@¢T to TR1, and then to TN2. In Part D,
the data packets from TN1 should be encapsulated in PIM Regiby the RUT, unicast to TN (the RP),
decapsulated by TN, and then forwarded (using native nasitjdo TN2.

Possible Problemsif the RP-set is empty, or is not same for the RUT and TR1, ndioast packets will
be received by the receiver.

12



Test Group 2

Designated Routers (DR) and Hello
Messages

Scope:Test PIM router neighbor discovery, option exchange, ance2®tion.

Overview: PIM Hello messages are send periodically on each PIM-eddbterface. They are used to
discover neighboring PIM routers, to exchange variousongti and to elect a Designated Router (DR) per
LAN. Hello messages are also used to provide a keep-alivetimto detect a neighbor loss.

13



2.1 Hello Transmission

Purpose: Verify that a router properly sends Hello messages.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.3.1

Discussion: Neighbor discovery of PIM capable routers is accomplishgddnding Hello messages to
the ALL-PIM-ROUTERS multicast address (224.0.0.13 for4Pand “ff02::d” for IPv6). These Hello
messages must contain the following:

e The IP TTL MUST be set to one.
e The Type field must be set to 0, this designates a PIM Hello agess

The router should transmit the Hello messages at an intef\itdd| | o_Per i od (30 sec).
Test Setup: Connect the RUT according to Figure 2.1. Enable PIM-SM orRbig.

LAN1

RUT

Figure 2.1: Hello transmission test setup

Procedure:
1. Start the RUT.

2. Observe the messages transmitted by the RUT.

Observable Results:

e The RUT should send properly formatted PIM Hello messagésgt@d\LL-PIM-ROUTERS multicast
address atlel | o_Per i od (30 sec) interval.

e The first Hello message only should be send after a randomvatteetween O andir i gger ed_Hel | o_Del ay
(5 sec).

e The PIM Hello messages should meet all the requirementiditussion section.

Possible ProblemsNone.
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2.2 Two-Way Neighbor Adjacency

Purpose: Verify that a router accepts Hello messages and forms a tayongighbor adjacency.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.3.1

Discussion:Neighbor discovery of PIM capable routers is accomplisheddmding Hello messages to the
ALL-PIM-ROUTERS address (224.0.0.13 for IPv4, and “ff@2:for IPv6). As a PIM router receives Hello
messages from its PIM neighbors, it records the neighbareadds on each interface.

Test Setup: Connect the RUT and TR1 according to Figure 2.2. Enable PM/e8 both the RUT and
TR1.

RUT LAN1 TR1

Figure 2.2: Two-way neighbor adjacency test setup

Procedure:
Part A: Neighbor adjacency when there is network conndgtfailure.

. Start the RUT.
. Observe the neighbor state information in the RUT foradti€r i gger ed_Hel | o_Del ay (5 sec).
. Start TR1.

1
2
3
4. Observe the neighbor state information in the RUT forastér i gger ed_Hel | o_Del ay (5 sec).
5. Disconnect TR1 from LAN1.

6

. Observe the neighbor state information in the RUT forastiglel | o_Hol dt i me (105 sec).

Part B: Neighbor adjacency when a neighbor gracefully goasml
The procedure is same as in Part A, except that TR1 is grégefulit-down instead of disconnected
from LAN1.

Part C: Neighbor adjacency when the RUT is gracefully shawAdl.

1. Start the RUT and TR1.

2. Observe the neighbor state information in the RUT.

3. Observe the messages transmitted by the RUT on LANL1.
4. Gracefully shut-down the RUT.

15



Observable Results:
Part A:

e Before TR1 is started, the neighbor state information inRbE should show no PIM neighbors:

Xor p> show pi m nei ghbor s
I nterface DRpriority Nei ghbor Addr V Mode Hol dti me Ti nmeout

e After TR1 is started, and after up 1 i gger ed_Hel | o_Del ay (5 sec), the neighbor state infor-
mation in the RUT must contain TR1:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dcl 1 10.2.0.2 2 Sparse 105 103

e After TR1 is disconnected from LAN1, and after upHel | o_Hol dt i me (105 sec), the neighbor
state information in the RUT should show no PIM neighbors:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti nmeout

Part B:

The observed results should be same as in Part A, exceptftaafT®1 is gracefully shut-down, it
would send a Hello message with zdtol dTi nme. After the RUT receives this Hello message, it should
immediately timeout TR1, instead of upl#el | o_Hol dt i ne (105 sec).

Part C:

e After TR1 is started, and after up 1 i gger ed_Hel | o_Del ay (5 sec), the neighbor state infor-
mation in the RUT must contain TR1:

Xor p> show pi m nei ghbor s
I nterface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dcl 1 10.2.0.2 2 Sparse 105 103

¢ Right after the RUT is gracefully shut-down, it should serndedlo message with zerdol dTi ne.

Possible ProblemsNone.

16



2.3 Hello Reception

Purpose: Verify that a router properly receives Hello messages.
References:

e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1, 4.10, arkd®

Discussion: Neighbor discovery of PIM capable routers is accomplishgddnding Hello messages to
the ALL-PIM-ROUTERS address (224.0.0.13 for IPv4, and 2ffd” for IPv6). As a PIM router receives
Hello messages from its PIM neighbors, it records the ne@ighlddresses on each interface. The checksum
is 16-bit one’s complement of the one’s complement sum oPti messages. The checksum MUST be
validated on reception of the message. The unused and eedgits MUST be ignored upon reception.

Test Setup: Connect the RUT and TR1 according to Figure 2.3. Enable PM/e8 both the RUT and
TR1.

RUT LAN1 TR1

Figure 2.3: Hello reception test setup

Procedure:
Part A: Reception of a PIM Hello message containing an imzaliecksum.

1. TR1 transmits a Hello message with an invalid checksum.

2. Observe the neighbor state information in the RUT.

Part B: Reception of a PIM Hello message containing a Reskfiedd of OXFF.

1. TR1 transmits a Hello message containing a Reserved fi€xiHd-.

2. Observe the neighbor state information in the RUT.

Part C: Reception of a PIM Hello message containing a Versieid of OxF.

1. TR1 transmits a Hello message containing a Version fielkbf

2. Observe the neighbor state information in the RUT.

Part D: Reception of a PIM message containing an unrecoghizge field of OxF.

1. TR1 transmits a PIM message containing a Type field of OxF.

2. Observe the warning log messages in the RUT.
Observable Results:

17



e In Part A, the Hello messages with invalid checksum shouldjbered, and the neighbor state infor-
mation in the RUT should show no PIM neighbors:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti nmeout

e In Part B, after TR1 is started, and after upTioi gger ed_Hel | o_Del ay (5 sec), the neighbor
state information in the RUT must contain TR1:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dcl 1 10.2.0.2 2 Sparse 105 103

e In Part C, after TR1 is started, and after upTiwi gger ed_Hel | o_Del ay (5 sec), the neighbor
state information in the RUT must contain TR1 with protoceision of 15 (OxF).

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti nmeout
dc2 1 10.3.0.1 15 Sparse 105 103

e In Part D, after TR1 is started and after it sends PIM messagetining a Type field of OxF, the
RUT should log the messages with this unrecognized Type field

[ 2002/08/17 22:45:20 WARNING test_pimrut PIM] RX PIMtype_unknown from
10.3.0.2 to 224.0.0.13: nessage type (15) is unknown

Possible Problems:

e Earlier protocol specification (RFC 2117), have “Addr ldridield in place of the “Reserved” field.
Therefore, the test in Part B may not be appropriate for sugiementations.

e At the moment of writing, the lastest PIM-SM specificatioredaot describe the behavior if a PIM
message is received with protocol version that is largem tha implemented one. (TODO: if the
specification later is modified to include that behavior, ogenthis bullet). Hence, in Part C, it is
possible that an implementation may silently ignore all sages with protocol version larger than
PI M SM ver si on_def aul t (PIM-SMv2). As a result, the RUT will not see TR1 as a neighbor

e In Part D, the RUT may not log events such as receiving of a ageswith unrecognized Type field,
because the logging is not described in the spec.

18



2.4 Holdtime Option

Purpose: Verify that a router properly sends and receives Hello ngessavith Holdtime option.
References:

e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1 and 4.10.2

Discussion:PIM capable routers periodically send Hello messages mesga the ALL-PIM-ROUTERS
address (224.0.0.13 for IPv4, and “ff02::d” for IPv6). If #8MProuter does not receive a Hello message
from a neighbor for some amount of time, it is assumed thatntighbor (or the connectivity to it) is
not operational, therefore the neighbor is timed-out. Albleiessage may contain a Holdtime option that
specifies the amount of time (in seconds) a router must keepeighbor reachable. If a Hello message does
not contain a Holdtime option, the default valuelddf aul t _Hel | o_Hol dt i nme (105 sec) is assumed.

If a Hello message contains a Holdtime option with value dflikF, then only one Hello message should
be sent, and the router-recipient of the message shoulihmetatut the router-originator.

Test Setup: Connect the RUT and TR1 according to Figure 2.4. Enable PMAe8 both the RUT and
TR1.

RUT LAN1 TR1

Figure 2.4: Holdtime option test setup

Procedure:
Part A: Transmission of a PIM Hello message containing a ltoid option.

1. Start the RUT.

2. Observe the messages transmitted by the RUT for at Teasggered Hell o_Del ay + 3 *
Hel | o_Hol dti e (i.e.,(5 sec) + 3 * (105 sec)).

3. Stop the RUT.

4. Observe the messages transmitted by the RUT for at Teasggered_Hel |l o_Del ay + 3 *
Hel | o_Hol dti ne (i.e., (5 sec) + 3 * (105 sec)).

5. Change the configuration valueldél | o_Hol dt i e and repeat.

Part B: Transmission of a PIM Hello message containing a ltoid option with value of OXFFFF.
The procedure is same as in Part A, except that the RUT is ewafigwith Holdtime option value of
OxFFFF. Note that the amount of time to observe the transdhittessages should be same as in Part A.

Part C: Reception of a PIM Hello message containing a Holdtmption.

1. Start the RUT.

2. Observe the neighbor state information in the RUT forasti€r i gger ed_Hel | o_Del ay (5 sec).
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3. Configure TR1 such that its Hello messages would contaioldtifhe option with the default value
of Hel | o_Hol dt i e (105 sec).

Start TR1.
Observe the neighbor state information in the RUT foradti€r i gger ed_Hel | o_Del ay (5 sec).
Stop TR1.

Observe the neighbor state information in the RUT forastiglel | o_Hol dt i me (105 sec).
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Change the configuration valuetdél | o_Hol dt i mein TR1 and repeat.

Part D: Reception of a PIM Hello message containing a Holdtioption with value of OXFFFF.
The procedure is same as in Part C, except that in Step 3 the iHessage originated by TR1 must be
configured contain a Holdtime option with value of OxFFFF.

Part E: Reception of a PIM Hello message that does not coratafoldtime option.
The procedure is same as in Part C, except that in Step 3 tiitelliemessage originated by TR1 must
be configured to exclude the Holdtime option.

Observable Results:
Part A:

e Afterthe RUT is started, the first Hello message should restratted no later thair i gger ed_Hel | o_Del ay
(5 sec).

e After the first Hello message, there should be one Hello ngessansmitted eadHel | o_Peri od
(30 sec). Each Hello message should contain a Holdtimeroptithh default value oHel | o_Hol dti ne
(105 sec).

¢ Right after the RUT is stopped, there should be a Hello mestagsmitted with Holdtime option
value of 0.

e After the Hello message with Holdtime option value of 0, nbhestHello messages should be trans-
mitted.

e The results of repeating the test with different valuédef | o_Hol dt i me should be similar, except
that the Hello messages should be transmitted every 1/3teafiewHel | o_Hol dt i e, and the
Holdtime Option value in the Hello messages should be thehew o Hol dt i ne.

Part B:

e Afterthe RUT is started, the first Hello message should restratted no later thair i gger ed_Hel | o_Del ay
(5 sec). This message should contain a Holdtime option vathevof OXFFFF.

e After the first Hello message, there should be no one Hellssages transmitted before the RUT is
stopped.

¢ Right after the RUT is stopped, there should be a Hello mestagsmitted with Holdtime option
value of 0.
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e After the Hello message with Holdtime option value of 0, nbestHello messages should be trans-
mitted.

Part C:

e Before TR1 is started, the neighbor state information inRbE should show no PIM neighbors:

Xor p> show pi m nei ghbors
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout

e After TR1 is started, and after up W i gger ed_Hel | o_Del ay (5 sec), the neighbor state infor-
mation in the RUT must contain TR1. The Holdtime informatérout TR1 must match the Holdtime
value in the Hello messages by TR1:

Xor p> show pi m nei ghbors
I nterface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dcl 1 10.2.0.2 2 Sparse 105 103

e After TR1 is stopped, and after it sends a Hello message watldtiine option value of 0, the RUT
must immediately expire it. The neighbor state informaiiothe RUT should show no PIM neigh-
bors:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti nmeout

e The results of repeating the test with different valuédef | o_Hol dt i me should be similar, except
that the Holdtime value in the state information in the RUD@hbTR1 should match the chosen value
of theHel | o_Hol dti ne.

Part D:
The observed results should be same as in Part C, excepftdraha first Hello message from TR1 is
received, the neighbor state information in the RUT mustwstiat the TR1 would never be expired:

Xor p> show pi m nei ghbors

Interface DRpriority Nei ghbor Addr V Mode Hol dti nme Ti neout
dcl 1 10.3.0.2 2 Sparse 65535 None
Part E:

The observed results should be same as in Part C, excep¢hBtIT assumes that the Holdtime value
about TR1 is always equal to the default valugdef | o_Hol dt i me (105 sec).

Possible ProblemsNone.
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2.5 DR Priority Option

Purpose: Verify that a router properly sends and receives Hello ngessavith DR Priority option.
References:

e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1, 4.3.2, &riD.2

Discussion: One of the PIM routers on each LAN, the Designated Router (DB&ds to act on behalf
of the rest of the routers and directly connected hosts weisipect to the PIM protocol. The DR election
considers the DR priority of each PIM router and its IP adstremimerically larger DR priority is always
better, with a numerically larger IP address used as a @iakorEach PIM router includes its DR priority in
the DR Priority option of the Hello messages it originatéshére is at least one PIM router on a LAN that
does not include the DR Priority option in its Hello messadiasn the DR election process considers only
the IP addresses of the routers.

Test Setup: Connect the RUT and TR1 according to Figure 2.5. Enable PM/e8 both the RUT and
TR1.

RUT LAN1 TR1

Figure 2.5: DR priority option test setup

Procedure:
Part A: The RUT has a numerically larger IP address than TR1.

Start the RUT with default DR priority of 1, and observe DR state information in the RUT.
Start TR1 with default DR priority of 1, and observe the D&es information in the RUT.
Change the DR priority of TR1 to 2, and observe the DR stdtgrmation in the RUT.
Change the DR priority of TR1 to 0, and observe the DR stdtgration in the RUT.
Change the DR priority of TR1 to 1, and observe the DR stdtgrmation in the RUT.
Change the DR priority of the RUT to 2, and observe the DR stdiormation in the RUT.

Change the DR priority of the RUT to 0, and observe the DR stdiormation in the RUT.
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Change the DR priority of the RUT to 1, and observe the DR stéormation in the RUT.

Part B: The RUT has a numerically smaller IP address than TR1.
The procedure is same as in Part A, except that TR1 has a raathesmaller IP address than TR1.

Observable Results:
Part A:
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. After the RUT is started with default DR priority of 1, it@hld be the DR for LAN1:

Xorp> show piminterface dc2
I nterface State Mode V PIMstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 DR 1 10.2.0.2 0

. After TR1 is started with default DR priority of 1, the RUMauld be still the DR for LAN1:

Xorp> show piminterface dc2
I nterface State Mode V PIMstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 DR 1 10.2.0.2 1

. After the DR priority of TR1 is increased to 2, TR1 shoulat@me the DR for LAN1. The DR state
information in the RUT should show that the RUT is not the DiRraare:

Xorp> show piminterface dc2
I nterface State Mode V PIMstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 Not DR 110.2.0.1 1

. After the DR priority of TR1 is decreased to 0, the RUT skdutcome the DR for LANL1:

Xorp> show piminterface dc2
I nterface State Mode V PIMstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 DR 1 10.2.0.2 1

. After the DR priority of TR1 is increased to 1, the RUT shibabntinue to be the DR for LAN1:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 uP Sparse 2 DR 1 10.2.0.2 1

. After the DR priority of the RUT is increased to 2, the RUDshl continue to be the DR for LAN1:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 uP Sparse 2 DR 2 10.2.0.2 1

. After the DR priority of the RUT is decreased to 0, TR1 skddutcome the DR for LAN1. The DR
state information in the RUT should show that the RUT is net@R anymore:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 uP Sparse 2 Not DR 0 10.2.0.1 1

. After the DR priority of the RUT is increased to 1, the RUDghl become the DR for LAN1:
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Xorp> show piminterface dc2
I nterface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 DR 1 10.2.0.2 1

Part B:

1. After the RUT is started with default DR priority of 1, it@hld be the DR for LAN1.:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 uP Sparse 2 DR 1 10.2.0.2 0

2. After TR1 is started with default DR priority of 1, it shaubecome the DR for LAN1. The DR state
information in the RUT should show that the RUT is not the DiRraare:

Xorp> show piminterface dc2
I nterface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 NotDR 1 10.2.0.3 1

3. After the DR priority of TR1 is increased to 2, TR1 shoulehttoue to be the DR for LAN1. The DR
state information in the RUT should show that the RUT is net®iR:

Xorp> show piminterface dc2
I nterface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 NotDR 1 10.2.0.3 1

4. After the DR priority of TR1 is decreased to 0, the RUT skidatcome the DR for LAN1.:

Xorp> show piminterface dc2
I nterface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 DR 1 10.2.0.2 1

5. After the DR priority of TR1 is increased to 1, TR1 shoulddme the DR for LAN1. The DR state
in the RUT should show that the RUT is not the DR:

Xorp> show piminterface dc2
I nterface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 Not DR 1 10.2.0.3 1

6. After the DR priority of the RUT is increased to 2, the RUDshll become the DR for LANL:

Xorp> show piminterface dc2
I nterface State Mode V PIMstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 DR 2 10.2.0.2 1
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7. After the DR priority of the RUT is decreased to O, TR1 skdo¢come the DR for LAN1. The DR
state in the RUT should show that the RUT is not the DR:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 uP Sparse 2 Not DR 0 10.2.0.3 1

8. After the DR priority of the RUT is increased to 1, TR1 skibabntinue to be the DR for LAN1. The
DR state information in the RUT should show that the RUT isthetDR:

Xorp> show piminterface dc2
I nterface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 uP Sparse 2 Not DR 1 10.2.0.3 1

Possible ProblemsNone.
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2.6 Generation ID Option

Purpose: Verify that a router properly sends and receives Hello ngessavith Generation ID option.
References:

e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1 and 4.10.2

Discussion:The Generation ID (GenlID) option contains a randomly geeer82-bit value that is regen-
erated each time PIM forwarding is started or restarted enriterface, including when the router itself
restarts. When a Hello message with a new GenlID is receiaed & neighbor, any old Hello information
about that neighbor should be discarded and supersedeé yfdhmation from the new Hello message. In
addition, if a router needs to send a Join/Prune or some otimdrol messages to the new neighbor, then it
must send a Hello message, immediately followed by the aalesontrol messages.

Test Setup: Connect the RUT, TR1, and Rx1 according to Figure 2.6. En@tW&SM on both the RUT

and TR1.
. LAN1 RUT LAN2 TR1
Figure 2.6: Generation ID option test setup
Procedure:

Part A: Transmission of a PIM Hello message containing a Gatnen 1D option.

1. Start the RUT.

2. Observe the messages transmitted by the RUT on LAN2 faaatTr i gger ed_Hel | o_Del ay
+3*Hel |l o_Hol dti ne(i.e.,(5 sec) + 3 * (105 sec)).

3. Restart the RUT interface that connects the RUT to LAN2.

4. Observe the messages transmitted by the RUT on LAN2 faraatTr i gger ed_Hel | o_Del ay
(5 sec).

5. Restart the RUT.

6. Observe the messages transmitted by the RUT on LAN2 faaatTr i gger ed_Hel | o_Del ay
(5 sec).

Part B: Reception of a PIM Hello message containing a GemandD option.

1. Start both the RUT and TR1.
2. Observe the messages transmitted by the RUT on LANZ2.

3. Quit TR1 (.e.,stop it without graceful shutdown), and start it immediatel
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Part C: Reception of a PIM Hello message containing a GememaD option when the RUT has pending
Join messages to send.

Configure both the RUT and TR1 such that it is the RP for group®2.20. This configuration can be
either manual, or implicit through the Bootstrap mechanig€ionfigure Rx1 such that it is the receiver for
group 224.0.1.20.

1. Start both the RUT and TR1. If necessary, wait until thedePin the RUT and TR1 converges.
2. Start Rx1, and observe the Join state in the RUT and TR1.
3. Observe the messages transmitted by the RUT on LANZ2.

4. Quit TR1 {.e.,stop it without graceful shutdown), and start it immediatel

Observable Results:
Part A:

e After the RUT is started, after a random interval between @ Bni gger ed_Hel | o_Del ay (5
sec) the RUT should start transmitting Hello message withe@aion ID option included. There
should be a Hello message evétyl | o _Hol dt i ne (105 sec), and the value of the Generation ID
must be same for all messages.

e After the RUT interface that connects the RUT to LANZ2 is resi@, after a random interval between O
andTri ggered_Hel | o_Del ay (5 sec) the RUT should transmit on LAN2 a Hello message with
Generation ID option included. The value of this Generatidmust be different from the value of
the Hello message before the restart.

e After the RUT is restarted, after a random interval betweamdTr i gger ed_Hel | o_Del ay (5
sec) the RUT should transmit on LAN2 a Hello message with Gioa ID option included. The
value of this Generation ID must be different from the valfithe Hello message before the restart.

Part B:

e After the RUT receives the first Hello message from TR1 thatdidierent Generation ID from the
one before the restart, after a random interval between 0Frandger ed_Hel | o_Del ay (5 sec)
the RUT should transmit on LAN2 a Hello message.

Part C:

e After the RUT receives the first Hello message from TR1 thatdidierent Generation ID from the
one before the restart, the RUT should transmit immediaiel{.AN2 a Hello message followed by
a PIM Join/Prune message with group 224.0.1.20 includeldeitigt of joined groups.

Possible ProblemsNone.
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2.7 Two-Way Neighbor Adjacency Without Hello Messages

Purpose: Verify that a router can be configured to form a two-way neahédjacency even if no Hello
message was received.

References:
e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1, and 4.5

e draft-ietf-pim-sm-bsr-03 — Section 3

Discussion: The following PIM control messages should only be acceptedfocessing if they come
from a known PIM neighbor: Join/Prune, Bootstrap, Asseraftcand Graft-Ack. A PIM router hears
about PIM neighbors through PIM Hello messages. Howevengsalder PIM implementations incorrectly
fail to send Hello messages on point-to-point interfacesndé, the protocol specification recommends that
a configuration option should be provided to allow interagien with such old routers (disabled by default).
More specifically, if the option is enabled, then the abovd Pbntrol messages should be accepted from a
neighbor even if no Hello message was received first fromridgghbor.

Test Setup: Connect the RUT, TR1, S1, and Rx1 according to Figure 2.7 bErRRIM-SM on both TR1
and the RUT. Configure TR1 as a Candidate-BSR, and the RUT amdidate-RP. Modify or configure
TR1 such that it never sends PIM Hello messages. ConfigureaRd1S1 such that Rx1 is a receiver, and
S1is a sender, both for group 224.0.1.20.

. LAN1 TR1 LAN2 RUT LAN3 <:>

Figure 2.7: Two-way neighbor adjacency without Hello mgssatest setup

Procedure:

1. Start TR1 and the RUT.

2. Observe the messages transmitted by TR1 and the RUT, amidphbor and Bootstrap state infor-
mation in the RUT.

3. Wait until TR1 transmits 2-3 Bootstrap messages.

4. Enable the interoperability option in the RUT (withoustarting it), such that the RUT would accept
PIM control messages from TR1 even if TR1 does not send Hedigsages.

5. Wait until TR1 transmits 2-3 Bootstrap messages.
6. Start Rx1.
7. Start S1.

Observable Results:
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e After TR1 and the RUT are started, the RUT should start trattisign PIM Hello messages on LAN2.

e After TR1 receives the first Hello message from the RUT, TRiukhunicast a Bootstrap message to
the RUT. After that it start transmitting periodically oriBootstrap messages on LANZ2.

e Each Bootstrap message received by the RUT should be ighealise it comes from an unknown
neighbor. Therefore, the RUT should not have a BSR:

Xor p> show pi m boot strap
Active zones:

BSR Pri Local Address Pri State Ti meout SZTi neout
Expi ring zones:

BSR Pri Local Address Pri State Ti meout SZTi neout
Configured zones:

BSR Pri Local Address Pri State Ti meout SZTi neout
0.0.0.0 0 0.0.0.0 Olnit -1 -1

In addition, the neighbor state information in the RUT slidog empty:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti nmeout

e After the interoperability option in the RUT is enabled, thext Bootstrap message from TR1 should
be accepted by the RUT. As a result, the Bootstrap state iRitHieshould show that TR1 is the BSR:

Xor p> show pi m boot strap

Active zones:

BSR Pri Local Address Pri State Ti meout SZTi neout
10.2.0.1 10.0.0.0 0 AcceptPreferred 74 1444

Eventually, the neighbor state information in the RUT magveTR1. If this is the case, the state
information in the RUT for TR1 should be refreshed by eachtBtoap originated by TR1.:

Xor p> show pi m nei ghbor s
I nterface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dc2 none 10.2.0.1 2 Sparse 210 164

e After Rx1 is started, TR1 should send PIM Join message fang&24.0.1.20 on LANZ2 toward the
RP (the RUT).

e After S1 is started, the multicast data packets originated should be forwarded by the RUT and
TR1 to Rx1.

Possible ProblemsNone.
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Test Group 3

PIM Register Messages

Scope:Test sending and receiving of PIM Register messages.

Overview: The Designated Router (DR) on a LAN or point-to-point linkcepsulates multicast packets
from local sources to the RP for the relevant group unlessdémtly received a Register Stop message
for that (S,G) or (*,G) from the RP. When the DR receives a RegiStop message from the RP, it starts
a Register Stop timer to maintain this state. Just beforeRégister Stop timer expires, the DR sends a
Null-Register message to the RP to allow the RP to refresiiRtéggster Stop information at the DR. If the
Register Stop timer actually expires, the DR will resumea@salating packets from the source to the RP.
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3.1 Register Messages Transmission

Purpose: Verify that a DR properly sends Register messages.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.4.1

Discussion: The DR encapsulates multicast packets from local sourtesPitM Register messages, and
unicasts them to the RP for the relevant multicast group.

Test Setup: Connect the RUT, TR1, TR2, S1, and Rx1 according to Figure &a&nfigure the RUT,
TR1, and TR2 such that TR1 is the RP for group 224.0.1.20, aod that it never attempts to switch to
the shortest-path tree by originating an (S,G) SPT Join agestoward a source. Enable PIM-SM on the
RUT, TR1, and TR2. Configure Rx1 and S1 such that Rx1 is a receand S1 is a sender, both for group
224.0.1.20.

— RUT —

. LAN1 TR1 LAN2 LAN3 <:>

— TR2

Figure 3.1: Register messages transmission test setup

Procedure:

Part A: Transmission of Register messages.
Configure the RUT such that it is the DR on LANS.
Start the RUT, TR1, and TR2. If necessary, wait until thedefin the RUT, TR1, and TR1 converges.

Start Rx1.

Observe the messages transmitted by the RUT and TR2 on LAN2

a » 0w dpoE

Start S1.
Part B: Non-transmission of Register messages.

The procedure is same as in Part A, except that TR1 instedet RWT is the DR on LAN3.

Part C: Switching between transmission and non-transmmissi Register messages.
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Configure the RUT such that it is the DR on LANS.

Startthe RUT, TR1, and TR2. If necessary, wait until thedeFin the RUT, TR1, and TR1 converges.
Start Rx1.

Observe the messages transmitted by the RUT and TR2 on LAN2

Start S1.

Reconfigure the RUT (without stopping it), such that TRthesDR on LANS.
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Reconfigure the RUT (without stopping it), such that itingsithe DR on LAN3.

Part D: Handling of RegisterStop(S,G) messages at the DR.

1. Start the RUT and TR1 (note that in this part we do not use)TR2ecessary, wait until the RP-set
in the RUT and TR1 converges.

. Start Rx1.

. Observe the messages transmitted by the RUT on LAN2.

2
3
4. Start S1.
5. Stop Rx1.
6

. Start Rx1.

Observable Results:

Part A:
After S1 is started, the RUT should start encapsulating #ta packets transmitted by S1 in PIM Reg-
ister messages, and unicast them to the RP (TR1, that shecdgbsulate and forward them to Rx1).

Part B:

After S1is started, the RUT should NOT encapsulate the datkgts transmitted by S1 in PIM Register
messages. Instead, TR2 should encapsulate and unicastdlieenRP (TR1, that should decapsulate and
forward them to Rx1).

Part C:

e After S1 is started, the RUT should start encapsulating tita gackets transmitted by S1 in PIM
Register messages, and unicast them to the RP (TR1, thdtstecapsulate and forward them to
Rx1).

e After the RUT is reconfigured such that it is not the DR on LAN3hould immediately stop trans-
mitting PIM Register messages to the RP. Instead, the newlBRR)(should start transmitting them.

e After the RUT is reconfigured such that it is again the DR on I13AM should immediately start
transmitting PIM Register messages to the RP. The previduglR2) should stop transmitting them.

Part D:
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e After S1 is started, the RUT should start encapsulating #ta gackets transmitted by S1 in PIM
Register messages, and unicast them to the RP (TR1, thdtsteeapsulate and forward them to
Rx1).

e After Rx1 is stopped, TR1 should send PIM Register Stop ngestathe RUT for each PIM Register
message it receives from the RUT (including the PIM Null R&gyi messages). After receiving the
first PIM Register Stop message, the RUT should stop sendiMigRgister messages to the RP
(TR1) with the encapsulated data packets from S1. Howeram fime to time the RUT should be
sending PIM Null Register messages to the RP (TR1) with timerval between two messages a
random value chosen uniformly from the interval
(0.5 *Regi st er _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti ne)

- Regi ster _Probe_Ti ne

=((0.5*60 sec, 1.5 *60 sec) - 5sec).

To each PIM Null Register message, the RP (TR1) should rekwith a PIM Register Stop message,
therefore the RUT should continue not to encapsulate trephatkets from S1.

e After Rx1 is started again, the RP (TR1) should send an SFI) &in message on LAN2 toward the
source. As a result, the data packets from S1 should be fdeddo the RP (TR1) natively instead of
encapsulating them in PIM Register messages.

Possible Problems:in Part C, if the sender’s rate is relatively high, there doog few packet losses at
Rx1 when the DR on LAN3 changes.
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3.2 Register Tunnel Interface

Purpose: Verify that a Register tunnel virtual interface is propectgated, removed, or changed.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.4.1

Discussion:When the DR has to encapsulate the data packets from localesointo PIM Register mes-
sages, and unicasts them to the RP for the relevant muliigasp, it creates a Register tunnel virtual
interface with its encapsulation target being the RP. IflfiReshould stop encapsulating the data packets,
it removes the Register tunnel virtual interface. If the RPthe multicast group changes, the DR should
update the Register tunnel virtual interface.

Test Setup: Connect the RUT, TR1, TR2, S1, and Rx1 according to Figure Briable PIM-SM on the
RUT, TR1, and TR2. In all the tests, configure the RP such theier attempts to switch to the shortest-
path tree by originating an (S,G) SPT Join message towardraesoEnable PIM-SM on the RUT, TR1, and
TR2. Configure Rx1 and S1 such that Rx1 is a receiver, and S$asder, both for group 224.0.1.20.

. LAN1 TR1 LAN2 TR2 LAN3 RUT LAN4 <:>

Figure 3.2: Register tunnel interface test setup

Procedure:
Part A: Add and remove Register tunnel.

Configure TR1 such that it is the RP.

Startthe RUT, TR1, and TR2. If necessary, wait until thedePin the RUT, TR1, and TR2 converges.
Start Rx1.

Observe the Register state machine at the RUT, and theagessgansmitted by the RUT on LAN3.
Start S1.

Stop Rx1.

N o g »~> w NhoPE

Stop S1.

Part B: Update Register tunnel.
1. Configure TR1 such that it is the RP.
2. Startthe RUT, TR1, and TR2. If necessary, wait until thedeBin the RUT, TR1, and TR2 converges.
3. Start Rx1.

4. Observe the Register state machine at the RUT, and theagesssansmitted by the RUT on LANS3.
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5. Start S1.
6. Reconfigure TR1 and TR2 such that TR2 becomes the RP.

Observable Results:
Part A:

e After Rx1 is started, the Register state machine in the RW§darce S1 and group 224.0.1.20 should
be in No Info state:

Xor p> show pimjoin 224.0.1. 20
Group Sour ce RP Fl ags
Further, no PIM Register messages should be transmitteldeRRWT.

e After S1 is started, the Register state machine in the RUEdarce S1 and group 224.0.1.20 should
be in Join state, and the Register tunnel virtual interfémrilel be created between the RUT and the
RP (TR1):

Xor p> show pimjoin 224.0. 1. 20

G oup Sour ce RP Fl ags

224.0.1.20 10.4.0.2 10.2.0.1 SG SPT Directl yConnectedS
Upstreaminterface (9S): dcO
Upstreaminterface (RP): dc2

Upstream MRIB next hop (RP): 10.3.0.1
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF' (S, G : UNKNOWN

Upstream st at e: Joi ned

Regi ster state: Regi st er Joi n Regi st er Coul dRegi st er
Join tinmer: 13

Local receiver include WC. .............
Local receiver include SG .............
Local receiver exclude SG .............

Joins RP:. L.
Joins M\C. L.
Joins SG L. @]
Join state: ... @]

Prune state: L L.
Prune pendi ng state: .............
| am assert wi nner state: .............
| am assert |oser state: .............
Assert winner W&, ...,
Assert winner SG ... ...,
Assert lost WC. L.
Assert lost SG ...
Assert lost SG RPT: .............
Assert tracking SG B O @]
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Coul d assert WC. ...
Coul d assert SG ..., @]
| am DR ....00.....
| mediate olist RP:. ... ... .....
Imediate olist We. ... L.
I mediate olist SG ..., ..... @]
I nherited olist SG  ............ @]
Inherited olist SGRPT:  .............
PIMinclude WC. ... . ........
PIMinclude SG ... . ... ....
PI M exclude SG ... ... ...

Further, each data packet from S1 should be encapsulatds: IRUT in a PIM Register message and
unicast to the RP (TR1).

After Rx1 is stopped, the RP (TR1) should send PIM Registap 8tessage to the RUT for each PIM
Register message it receives from the RUT (PIM Null Registessages excluded). After the RUT
receives the first PIM Register Stop message, the Registaeltwirtual interface to the RP (TR1)
should be in Prune state:

Xor p> show pimjoin 224.0.1. 20

Group Sour ce RP Fl ags

224.0.1. 20 10.4.0.2 10.2.0.1 SG Directl yConnect edS
Upstreaminterface (S): dcO
Upstreaminterface (RP): dc2

Upstream MRIB next hop (RP): 10.3.0.1
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF' (S, G : UNKNOWN

Upstream st at e: Not Joi ned

Regi ster state: Regi st er Prune Regi st er Coul dRegi st er
Join tinmer: -1

Local receiver include WC. .............
Local receiver include SG .............
Local receiver exclude SG .............
Joins RP:. L.
Joins M\C. L.
Joins SG L.
Join state: ..
Prune state: L L.
Prune pending state: .............
| am assert wi nner state: .............
| am assert |oser state: .............
Assert winner W&, ... ...
Assert winner SG ... ...
Assert lost WC. L.
Assert lost SG ...,
Assert lost SG RPT: .............



Assert tracking SG ... ... ...
Could assert WC. ... ...
Coul d assert SG ...
| am DR ....00.....
I mediate olist RP. ... ... ......
I mediate olist We. ... ...
I mediate olist SG ..., ... ... ..
I nherited olist SG  .............
Inherited olist SGRPT.  .............
PIMinclude WC. ... .........
PIMinclude SG ... . ... ....
PI M exclude SG ... ... L.

Further, from time to time the RUT should be sending PIM Nudgigter messages to the RP (TR1)
with time interval between two messages a random value ohasiéormly from the interval

(0.5 *Regi st er _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti nme)

-Regi st er _Probe_Ti ne

=((0.5*60 sec, 1.5*60 sec) - 5sec).

To each PIM Null Register message, TR1 should respond witMdRegister Stop message, therefore
the RUT should continue not to encapsulate the data paaketsS1.

e After S1 is stopped, and after periodkdéepal i ve_Peri od (210 sec), the state for source S1 and
group 224.0.1.20 in the RUT should expire:

Xorp> show pimjoin 224.0.1. 20
Group Sour ce RP Fl ags

Further, no PIM Register messages should be transmitteldeRRWT.

Part B:

e The results until after S1 is started should be same as irAPart

e After TR1 and TR2 are reconfigured such that TR2 becomes thariRIRafter the RP-set in the RUT,
TR1, and TR2 converges, the Register tunnel virtual interfa the RUT should be updated to point
to the new RP (TR2). The Register state machine should stilh Join state:

Xorp> show pimjoin 224.0.1. 20

Group Sour ce RP Fl ags

224.0.1.20 10.4.0.2 10.3.0.1 SG SPT Directl yConnectedS
Upstreaminterface (S): dcO
Upstreaminterface (RP): dc2

Upstream MRIB next hop (RP): 10.3.0.1
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF' (S, G : UNKNOWN
Upstream st at e: Joi ned
Regi ster state: Regi st er Joi n Regi st er Coul dRegi st er

37



Join tinmer: 48

Local receiver include WC. .............
Local receiver include SG .............
Local receiver exclude SG .............

Joins RP: L.
Joins \C. L.
Joins SG L. @]
Join state: ... @]

Prune state: L. .
Prune pending state: .............
| am assert wi nner state: .............
| am assert |oser state: .............
Assert winner W&, ... ...
Assert winner SG ... ...,
Assert lost WC. L.
Assert lost SG ...
Assert lost SG RPT:  .............

Assert tracking SG B O 0]
Coul d assert WC. ...
Coul d assert SG ..., @]
| am DR ....00.....

| mediate olist RP:. ... .. ......
Imediate olist We. ... L.
I mediate olist SG ..., ..... @]
I nherited olist SG  ............ @]
Inherited olist SGRPT:  .............
PIMinclude WC. ... .........
PIMinclude SG ... . ... . ....
PI M exclude SG ... .. . L.

Further, each data packet from S1 should be encapsulatdr: IRUT in a PIM Register message and
unicast to the new RP (TR2).

Possible Problems:In Part B, if the RP-set converges such that the RUT learnsTtR2 is the RP
before TR2 itself, the PIM Register messages the RUT senfiRfomay result in TR2 sending-back PIM
Register Stop messages. Those PIM Register Stop messagielscivange the state for source S1 and group
224.0.1.20 in the RUT to Prune, and will stop the PIM Registarapsulation of the data packets from S1.
Further, after TR2 learns that it is the RP, it may actuallydsen SPT (S,G) Join message on LAN2 toward
the source. As a result, the data packets from S1 will be fateghto Rx1 natively instead of encapsulating
them in PIM Register messages.
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3.3 Register Messages Reception

Purpose: Verify that an RP properly receives and decapsulates Registssages.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.4.2

Discussion: If the RP for a multicast group receives Register messageth&b group, and if there are
receivers that have joined that group, the RP decapsula¢edata packets, and forwards them natively to
the receivers. If the multicast group has no receivers, tRes€ds Register Stop to the originator of the
Register messages.

Test Setup: Connect the RUT, TR1, TR2, S1, and Rx1 according to Figure Bré&able PIM-SM on the
RUT, TR1, and TR2. In all the tests, configure the RP such thaier attempts to switch to the shortest-
path tree by originating an (S,G) SPT Join message towardraesoEnable PIM-SM on the RUT, TR1, and
TR2. Configure Rx1 and S1 such that Rx1 is a receiver, and S$asder, both for group 224.0.1.20.

. LAN1 RUT LAN2 TR1 LAN3 TR? LAN4 <:>

Figure 3.3: Register messages reception test setup

Procedure:
Part A: Receiving Register messages at the RP when thereereaver.

Configure the RUT such that it is the RP.

Start the RUT, TR1, and TR2. If necessary, wait intil theg®®Pin the RUT, TR1, and TR2 converges.
Start Rx1.

Observe the messages transmitted by the RUT on LAN2, anchéssages received by Rx1.

Start S1.

Stop Rx1.

N oo o M 0w NP

Start Rx1.

Part B: Receiving Register messages at the RP when thererézaiver.

1. Configure the RUT such that it is the RP.
2. Startthe RUT, TR1, and TR2. If necessary, wait intil theg@®Pin the RUT, TR1, and TR2 converges.
3. Observe the messages transmitted by the RUT on LAN2, anchéssages received by Rx1.

4, Start S1.
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5. Start Rx1.
6. Stop Rx1.
7. Start Rx1.

Part C: Receiving Register messages at the non-RP.

1. Manually configure TR2 only to appears that the RUT is theHRvever, configure the RUT itself,
and TR1 such that for both of them appear that TR1 is the RP.

2. Start Rx1.
3. Start S1.

Observable Results:
Part A:

e After S1 is started, the data messages it transmits shoudthdepsulated in PIM Register messages
by TR2, and sent to the RP (the RUT). The RUT should decagsth&m, and forward the inner
multicast packets down the shared multicast tree to Rx1.

e After Rx1 is stopped, the RUT should send PIM Register Stogpsange to TR2 for each PIM Register
message it receives from the RUT (including the PIM Null R&gji messages). After receiving the
first PIM Register Stop message, TR2 should stop sending Rigisier messages to the RP (the RUT)
with the encapsulated data packets from S1. However, fnoa td time TR2 should be sending PIM
Null Register messages to the RP (the RUT) with time intdpeflveen two messages a random value
chosen uniformly from the interval
(0.5 *Regi st er _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti nme)

- Regi st er _Probe_Ti ne

=((0.5*60 sec, 1.5*60 sec) - 5sec).

To each PIM Null Register message, the RP (the RUT) shoulgbreswith a PIM Register Stop
message, therefore TR2 should continue not to encapshiatiata packets from S1.

e After Rx1 is started again, the RUT should send an SPT (S,{B)rdessage on LAN2 toward the
source. As a result, the data packets from S1 should be fdedato the RP (the RUT) natively
instead of encapsulating them in PIM Register messages.

Part B:

e After S1 is started, the first one or few data messages itrtramshould be encapsulated in PIM
Register messages by TR2, and sent to the RP (the RUT). ThesRbllld respond to each PIM
Register message with a PIM Register Stop message for sSdraad group 224.0.1.20. After TR2
receives the first Register Stop message, it should stopsuieging the data packets and sending
them to the RP (the RUT).

e From time to time TR2 should be sending PIM Null Register rages to the RP (the RUT) with time
interval between two messages a random value chosen ulyftnom the interval
(0.5 *Regi st er _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti ne)
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- Regi ster _Probe_Ti ne

=((0.5*60 sec, 1.5 *60 sec) - 5sec).

To each PIM Null Register message, the RP (the RUT) shoulgoreswith a PIM Register Stop
message, therefore TR2 should continue not to encapshiatata packets from S1.

e After Rx1 is started, the RUT should send an SPT (S,G) Joirsageson LAN2 toward the source.
As a result, the data packets from S1 should be forwardedet®&# (the RUT) natively instead of
encapsulating them in PIM Register messages.

e After Rx1 is stopped, the RUT should send an SPT (S,G) Prussage on LAN2 toward the source.
As a result, the data packets from S1 should not be forwardddR2 from LAN4 on LAN3.

e After Rx1 is started again, the RUT should send an SPT (S,{B)rdessage on LAN2 toward the
source. As a result, the data packets from S1 should be agdiorlvarded to the RP (the RUT)
natively instead of encapsulating them in PIM Register mgss.

Part C:

e After S1 is started, the first one or few data messages itrtramshould be encapsulated in PIM
Register messages by TR2, and sent to the RUT, which TR2glénthe RP for group 224.0.1.20.
However, because the RUT is not the RP, it should responcctoRBM Register message with a PIM
Register Stop message for source S1 and group 224.0.1.80. TR 2 receives the first Register Stop
message, it should stop encapsulating the data packetenadithg them to the RUT.

e From time to time TR2 should be sending PIM Null Register ragss to the RUT with time interval
between two messages a random value chosen uniformly fremtdrval
(0.5 *Regi st er _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti nme)
- Regi ster _Probe_Ti ne
=((0.5*60 sec, 1.5 *60 sec) - 5sec).
To each PIM Null Register message, the RUT should resportd avRIM Register Stop message,
therefore TR2 should continue not to encapsulate the datetsafrom S1.

Possible ProblemsNone.
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Test Group 4

PIM Join/Prune Messages

Scope:Test sending and receiving of PIM Join/Prune messages.

Overview: A PIM Join/Prune message consists of a list of groups and afli¥oined and Pruned source
for each group. It is used by the router originating it to egarinterest (or lack of interest) in receiving
multicast traffic for specific groups and sources.

A Join/Prune message may contain four types of entries. AB)(Join/Prune entry is sent toward the
RP for group G, and is used to express interest in receiviftjaast packets from all sources for that group.
An (S,G) Join/Prune entry is sent toward the specified sofr@nd is used to express interest in receiving
multicast packets from the specified source S and group GS/B,(pt) Prune entry is sent toward the RP
for group G, and is used to stop receiving multicast packeth® shared tree for the specified source S (note
that there is no (S,G,rpt) Join entry, because the (*,Gyeasitised for that purpose). An (*,*,RP) Join/Prune
entry is sent toward the specified RP, and is used to expres®sh in receiving multicast packets for all
multicast groups that use the specified RP as the root ofghaied trees.

The Join/Prune messages are sent either periodic or ageried) by some events. Typically, all Join
messages and the (S,G,rpt) Prune messages are sent digiodic
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4.1 Receiving (*,*,RP) Join/Prune Messages

Purpose: Verify that (*,*,RP) Join/Prune messages are received aadgssed properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.1

Discussion:When a PIM-SM router receives a PIM (*,*,RP) Join/Prune ragssthe per-interface (*,*,RP)
state machine should be updated appropriately. Typidéldn (*,*,RP) Join message is received, the in-
terface it was received on should be added to the set of aggoierfaces to forward packets destined for
any group handled by the specified RP. If that set has justbecesn-empty, an (*,*,RP) Join should be
sent toward the RP. If an (*,*,RP) Prune message is recetypatally it should remove the interface it was
received on from the set of outgoing interfaces to forwardkpts destined to any group handled by the
specified RP. If that set has just became empty, an (*,*, RiMémessage should be sent toward the RP.

Test Setup: Connect the RUT, TR1, TR2, TR3, S1, and S2 according to Figuré. Enable PIM-SM on
the RUT, TR1, TR2, and TR3. Configure S1 and S2 as sendersdop §24.0.1.20.

LAN1 TR1 |
LAN3 RUT LAN4 TR3 LANS < ::>
LAN2 TR2 |
Figure 4.1: Receiving (*,*,RP) Join/Prune messages tégpse
Procedure:

Part A: Receiving (*,*,RP) Join messages at the RP.

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

2. Start observing the downstream (*,*,RP) per-interfaagesmachine at the RUT.

3. Compose an (*,*,RP) Join message at TR1 with the RP addetds the address of the RUT, and
send it to the RUT. Thd/ P_Hol dTi e of the message should be set to its default value (210).

4. Start S1, and observe the data packets transmitted byltfieoR LAN3.

INote that S1 is used only when TR3 and S2 are not used, herscedt hecessary to have two senders at same time.
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5.
6.

Wait until the downstream (*,*,RP) per-interface statéhie RUT expires.

Observe the data packets transmitted by the RUT on LANS3.

Part B: Receiving (*,*,RP) Prune messages at the RP.

1.

Configure the RUT as the RP. Start the RUT and TRL1. If nepgssait until the RP-set in the RUT
and TR1 converges.

. Start observing the downstream (*,*,RP) per-interfae¢esmachine at the RUT.

. Compose an (*,*,RP) Prune message at TR1 with the RP adde¢to the address of the RUT, and

send it to the RUT. Thd/ P_Hol dTi e of the message should be set to its default value (210).

. Compose an (*,*,RP) Join message at TR1 with the RP addetds the address of the RUT, and

send it to the RUT. Thé&/ P_Hol dTi nme of the message should be set to its default value (210).

. Start S1, and observe the data packets transmitted byifieoR LAN3.

. Compose an (*,*,RP) Prune message at TR1 with the RP axddet$o the address of the RUT, and

send it to the RUT.

. Observe the messages and data packets transmitted by TherR_LAN3.

Part C: Receiving (*,*,RP) Join messages at non-RP router.

1.

w

N o A

Configure TR3 as the RP. Start the RUT, TR1, and TR3. If saecgswait until the RP-set in the
RUT, TR1, and TR3 converges.

. Start observing the downstream (*,*,RP) per-interfae¢esmachine at the RUT.

Compose an (*,*,RP) Join message at TR1 with the RP addet$s the address of TR3, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).

Observe the messages transmitted by the RUT on LANA4.
Start S2, and observe the data packets transmitted byifieoR LAN3.
Wait until the downstream (*,*,RP) per-interface statdéhie RUT expires.

Observe the data packets transmitted by the RUT on LAN3.

Part D: Receiving (*,*,RP) Prune messages at non-RP router.

1.

Configure TR3 as the RP. Start the RUT, TR1, and TR3. If sacgswait until the RP-set in the
RUT, TR1, and TR3 converges.

. Start observing the downstream (*,*,RP) per-interfaetesmachine at the RUT.

. Compose an (*,*,RP) Prune message at TR1 with the RP axge¢s$o the address of TR3, and send

it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).
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D

. Compose an (*,*,RP) Join message at TR1 with the RP addet$s the address of TR3, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

5. Observe the messages transmitted by the RUT on LANA4.
6. Start S2, and observe the data packets transmitted byutfieoR LAN3.

7. Compose an (*,*,RP) Prune message at TR1 with the RP asie¢$o the address of TR3, and send
it to the RUT.

8. Observe the messages transmitted by the RUT on LAN3 andd,.Ahd the data packets transmitted
by the RUT on LAN3.

Part E: Receiving (*,*,RP) Prune messages on a LAN.
This part is same as Part D, except that in Step 1 we start TR2las

Part F: Receiving (*,*,RP) Join and Prune messages on a LAN.
This part is same as Part E, except that in Step 2 we compossaddame (*,*,RP) Join message from
TR2 as well.

Observable Results:
Part A:

e After the (*,*,RP) Join message is received by the RUT, itudtdacreate the appropriate (*,*,RP)

multicast routing entry for that RP, and the interface taWafAN3 should be in Join state and added
to the set of outgoing interface for that entry:

Xorp> show pimjoin

G oup Sour ce RP Fl ags

224.0.0.0 10.3.0.1 10.3.0.1 RP
Upstreaminterface (S): UNKNOWN
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMWN
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF (*, G : UNKNOWN
Upstream RPF' (S, G : UNKNOWN
Upstream RPF' (S, G rpt): UNKNOWN
Upstream st at e: Joi ned

Regi ster state:

Join tinmer: 52

Joins RP.- ... O......
Join state: ... O......

Prune state: L. L.
Prune pending state: ..., . ...

Coul d assert We. ... O......
| amDR:. .. oo ......
| medi ate olist RP: . ..... O......

I nherited olist SG ... ... ... ...,
I nherited olist SGRPT:  ..............



e After S1is started, the multicast data packets should egi@ed by the RUT on LAN3.

e After J/ P_Hol dTi nme (210), the (*,*,RP) state machine for the interface thatmmmts the RUT to
LAN3 should timeout and transition to Nolnfo state(,the (*,*,RP) entry in the RUT should expire).
As a result of that transition, no multicast packets shoelddowarded by the RUT on LAN3.

Part B:

e After the (*,*,RP) Prune message is received by the RUT, theRP) state machine for the interface
that connects the RUT to LAN3 should continue to stay in thénfostate (.e.,no (*,*,RP) multicast
routing entry should be created).

o After that, the results until after S1 is started should beesas in Part A.

o After the (*,*,RP) Prune message is received by the RUT, tfeRP) state machine for the interface
that connects the RUT to LAN3 should transition to Nolnfaet@ae., the (*,*,RP) entry in the RUT
should expire). As a result of that transition no multicasthets should be forwarded by the RUT on
LANS3.

Part C:

e After the (*,*,RP) Join message is received by the RUT, itudtdacreate the appropriate (*,*,RP)
multicast routing entry for that RP, and the interface tahWafAN3 should be in Join state and added
to the set of outgoing interface for that entry:

Xor p> show pimjoin

G oup Sour ce RP Fl ags

224.0.0.0 10.9.0.1 10.9.0.1 RP
Upstreaminterface (S): UNKNOWN
Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.3.0.2
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF (*, G : UNKNOWN
Upstream RPF (S, G : UNKNOWN
Upstream RPF' (S, G rpt): UNKNOWN
Upstream st at e: Joi ned

Regi ster state:

Join tinmer: 47

Joins RP.- ... O......
Join state: ... O......

Prune state: L. L.
Prune pending state: ..., . ...

Coul d assert We. ... O......
| amDR:. L. O......
| mediate olist RP: . ..... O......

Inherited olist SG ... ..........
Inherited olist SGRPT:  ..............

Further, the RUT itself should originate an (*,*,RP) Joingsage toward the RP (TR3).
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e After S2 is started, the multicast data packets forwarded®R8 on LAN4 should be forwarded by
the RUT on LAN3.

e After J/ P_Hol dTi e (210), the (*,*,RP) state machine for the interface thatrmmts the RUT to
LAN3 should timeout and transition to Nolnfo state(,the (*,*,RP) entry in the RUT should expire).
As a result of that transition, the RUT should send (*,*,RR)ri@ message toward the RP (TR3), and
no multicast packets should be forwarded by the RUT on LAN3.

Part D:

o After the (*,*,RP) Prune message is received by the RUT, tfeRP) state machine for the interface
that connects the RUT to LAN3 should continue to stay in thénftostate (.e.,no (*,*,RP) multicast
routing entry should be created).

o After that, the results until after S2 is started should beesas in Part C.

e After the (*,*,RP) Prune message from TRL1 is received by th Rhe (*,*,RP) state machine for
the interface that connects the RUT to LAN3 should transitoNolnfo statei(e., the (*,*,RP) entry
in the RUT should expire). As a result of that transition, Bé¢T should send (*,*,RP) Prune message
toward the RP (TR3), and no multicast packets should be folweaby the RUT on LAN3. Note that
because the RUT has only one PIM neighbor on LAN3, it does eetliito send (*,*,RP) PruneEcho
on LANS.

Part E:
e The results until after S2 is started should be same as ilCPamtl D.

e After the (*,*,RP) Prune message from TRL1 is received by th Rhe (*,*,RP) state machine for
the interface that connects the RUT to LAN3 should transitio PrunePending state (the reason
that it does not transit to Nolnfo instead is because the RasTnmore than one PIM neighbors on that
interface). Afterd/ P_Cverri de_Il nterval (1) (3 sec), the PrunePending timer on that interface
should expire, and the (*,*,RP) state machine for the iatfshould send (*,*,RP) PruneEcho on
LAN3 and transit to Nolnfo statd.é., the (*,*,RP) entry in the RUT should expire). As a result of
that transition, the RUT should send (*,*,RP) Prune messagard the RP (TR3), and no multicast
packets should be forwarded by the RUT on LAN3.

Part F:
e The results until after S2 is started should be same as ilCRP&t and E.

e After the (*,*,RP) Prune message from TRL1 is received by th Rhe (*,*,RP) state machine for
the interface that connects the RUT to LAN3 should transitio PrunePending state (the reason
that it does not transit to Nolnfo instead is because the Raf rhore than one PIM neighbors on
that interface). Assuming that TR2 has (*,*,RP) multicamitmg entry in Joined state for the RP
it had originated (*,*,RP) Join message earlier, then aftgy short random interval _overri de
(rand(0, 2.5) sec) TR2 should send another (*,*,RP) Joirnsamgs to the RUT. After the RUT receives
that (*,*,RP) Join message from TR2, the (*,*,RP) state niaeHor the interface that connects the
RUT to LANS3 should transition back to Join state. As a restithat transition, the RUT should not

send (*,*,RP) Prune message toward the RP (TR3), and thecamstl{packets should continue to be
forwarded by the RUT on LANS.

Possible ProblemsNone.
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4.2 Receiving (*,G) Join/Prune Messages

Purpose: Verify that (*,G) Join/Prune messages are received andegsaz properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.2

Discussion:When a PIM-SM router receives a PIM (*,G) Join/Prune messhgeper-interface (*,G) state
machine should be updated appropriately. Typically, ifa@)Join message is received, the interface it was
received on should be added to the set of outgoing interfiacsward packets destined for the specified
multicast group address. If that set has just became nottiyemp (*,G) Join should be sent toward the
RP for that group. If an (*,G) Prune message is receivedcallyi it should remove the interface it was
received on from the set of outgoing interfaces for that groifithat set has just became empty, an (*,G)
Prune message should be sent toward the RP for that group.

Test Setup: Connect the RUT, TR1, TR2, TR3, S1, and S2 according to Figi&é Enable PIM-SM on
the RUT, TR1, TR2, and TR3. Configure S1 and S2 as sendersdop §24.0.1.20.

LAN1 TR1 |
LAN3 RUT LAN4 TR3 LANS < ::>
LAN2 TR2 |
Figure 4.2: Receiving (*,G) Join/Prune messages test setup
Procedure:

Part A: Receiving (*,G) Join messages at the RP.

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

2. Start observing the downstream (*,G) per-interfaceestachine at the RUT.

3. Compose an (*,G) Join message at TR1 with the RP addrets thet address of the RUT, and send
it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

4. Start S1, and observe the data packets transmitted bytfieoR LAN3.

2Note that S1 is used only when TR3 and S2 are not used, herscedt hecessary to have two senders at same time.
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. Wait until the downstream (*,G) per-interface state ia RUT expires.

. Observe the data packets transmitted by the RUT on LANS3.

B: Receiving (*,G) Prune messages at the RP.

. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

. Start observing the downstream (*,G) per-interfacesgtachine at the RUT.

. Compose an (*,G) Prune message at TR1 with the RP addtdsdise address of the RUT, and send
it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

. Compose an (*,G) Join message at TR1 with the RP address thet address of the RUT, and send
it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

. Start S1, and observe the data packets transmitted byifieoR LAN3.

Compose an (*,G) Prune message at TR1 with the RP addtdsdlise address of the RUT, and send
it to the RUT.

. Observe the messages and data packets transmitted by TherR_LAN3.

C: Receiving (*,G) Join messages at non-RP router.

Configure TR3 as the RP. Start the RUT, TR1, and TR3. If saecgswait until the RP-set in the
RUT, TR1, and TR3 converges.

. Start observing the downstream (*,G) per-interfacesgtachine at the RUT.

. Compose an (*,G) Join message at TR1 with the RP addrestbetaddress of TR3, and send it to
the RUT. Thel/ P_Hol dTi e of the message should be set to its default value (210).

. Observe the messages transmitted by the RUT on LANA4.
. Start S2, and observe the data packets transmitted byifieoR LAN3.
. Wait until the downstream (*,G) per-interface state ia RUT expires.

. Observe the data packets transmitted by the RUT on LAN3.

D: Receiving (*,G) Prune messages at non-RP router.

Configure TR3 as the RP. Start the RUT, TR1, and TR3. If saezgswait until the RP-set in the
RUT, TR1, and TR3 converges.

. Start observing the downstream (*,G) per-interfacesgtachine at the RUT.

. Compose an (*,G) Prune message at TR1 with the RP additetsstse address of TR3, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).
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4. Compose an (*,G) Join message at TR1 with the RP addresstbetaddress of TR3, and send it to
the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

5. Observe the messages transmitted by the RUT on LANA4.
6. Start S2, and observe the data packets transmitted byutfieoR LAN3.

7. Compose an (*,G) Prune message at TR1 with the RP additesstbe address of TR3, and send it
to the RUT.

8. Observe the messages transmitted by the RUT on LAN3 andd,.Ahd the data packets transmitted
by the RUT on LAN3.

Part E: Receiving (*,G) Prune messages on a LAN.
This part is same as Part D, except that in Step 1 we start TR2las

Part F: Receiving (*,G) Join and Prune messages on a LAN.
This part is same as Part E, except that in Step 2 we composseaddsame (*,G) Join message from
TR2 as well.

Part G: Receiving (*,G) Join messages with mismatch RP adda¢ non-RP router

1. Configure TR3 as the RP. Start the RUT, TR1, and TR3. If margswait until the RP-set in the
RUT, TR1, and TR3 converges.

2. Start observing the downstream (*,G) per-interfaceestachine at the RUT.

3. Compose an (*,G) Join message at TR1 with the RP addrefssasetddress that is different from the
address of TR3, but such that TR3 is the next-hop router thwée.g.,the address of S), and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).

4. Observe the messages transmitted by the RUT on LAN4.

Observable Results:
Part A:

e After the (*,G) Join message is received by the RUT, it shautshte the appropriate (*,G) multicast

routing entry for that group, and the interface toward LANB@d be in Join state and added to the
set of outgoing interface for that entry:

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.3.0.1 WC

Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMW

Upstream RPF (*, G : UNKNOWN

Upstream st at e: Joi ned

Regi ster state:

Join tinmer: 42

Local receiver include WG ..............



Joins RP:
Joins M\C. .. O......
Join state: ..., O......
Prune state: L L.
Prune pending state: ..., ... ...
| am assert winner state: ..............
| am assert |oser state: ..............
Assert winner W&, L. ...,
Assert lost WC. L.

Assert tracking We.  ...... O..... O
Coul d assert WC. ..., O......
| amDR .. QO ......
Imediate olist RP. ... . ... . .....
I mediate olist W,  ...... O......

| nherited olist SG ... ... ....
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . L.

e After S1is started, the multicast data packets should egi@ed by the RUT on LAN3.

e After J/ P_Hol dTi me (210), the (*,G) state machine for the interface that cotsméire RUT to
LAN3 should timeout and transition to Nolnfo staiee(, the (*,G) entry in the RUT should expire).
As a result of that transition, no multicast packets shoelddowarded by the RUT on LAN3.

Part B:

e After the (*,G) Prune message is received by the RUT, the)(3t@te machine for the interface that
connects the RUT to LAN3 should continue to stay in the Nobktfde {.e.,no (*,G) multicast routing
entry should be created).

o After that, the results until after S1 is started should bmeesas in Part A.

e After the (*,G) Prune message is received by the RUT, the)(3t@te machine for the interface that
connects the RUT to LAN3 should transition to Nolnfo stdte.(the (*,G) entry in the RUT should
expire). As a result of that transition no multicast pacleéisuld be forwarded by the RUT on LAN3.

Part C:
e After the (*,G) Join message is received by the RUT, it shaukhte the appropriate (*,G) multicast

routing entry for that group, and the interface toward LAM8@d be in Join state and added to the
set of outgoing interface for that entry:

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.1 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.3.0.2
Upstream RPF' (*, G : 10.3.0.2
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Upstream st at e: Joi ned
Regi ster state:

Join tinmer: 50

Local receiver include WC. ..............
Joins RP: L
Joins M\C. L. O......
Join state: ..., O......

Prune state: L L.
Prune pending state: .......... ...
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert lost WC. L.

Assert tracking We. ..., O ......
Coul d assert WC. ..., O......
| amDR L. O......
Imediate olist RP. ... . ... . .....
I mediate olist We. . ..... O......

| nherited olist SG ... ... ....
Inherited olist SGRPT:  ..............
PIMinclude WC. ... .. . . L.

Further, the RUT itself should originate an (*,G) Join mgsstoward the RP (TR3).

e After S2 is started, the multicast data packets forwarded®R8 on LAN4 should be forwarded by
the RUT on LAN3.

e After J/ P_Hol dTi ne (210), the (*,G) state machine for the interface that cotséize RUT to
LAN3 should timeout and transition to Nolnfo staiee(, the (*,G) entry in the RUT should expire).
As a result of that transition, the RUT should send (*,G) Praoressage toward the RP (TR3), and no
multicast packets should be forwarded by the RUT on LAN3.

Part D:

o After the (*,G) Prune message is received by the RUT, the)(5i@te machine for the interface that
connects the RUT to LAN3 should continue to stay in the Nobifde {.e.,no (*,G) multicast routing
entry should be created).

o After that, the results until after S2 is started should beesas in Part C.

e After the (*,G) Prune message from TR1 is received by the Rbd,(*,G) state machine for the
interface that connects the RUT to LAN3 should transitioNtinfo state (.e.,the (*,G) entry in the
RUT should expire). As a result of that transition, the RUBwdH send (*,G) Prune message toward
the RP (TR3), and no multicast packets should be forwardeddoRUT on LAN3. Note that because
the RUT has only one PIM neighbor on LAN3, it does not heed taig&,G) PruneEcho on LAN3.

Part E:

e The results until after S2 is started should be same as ilCPamtl D.
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e After the (*,G) Prune message from TR1 is received by the Rud,(*,G) state machine for the
interface that connects the RUT to LAN3 should transitiorPtanePending state (the reason that
it does not transit to Nolnfo instead is because the RUT ha® iti@n one PIM neighbors on that
interface). Afterd/ P_Cverri de_Il nterval (1) (3 sec), the PrunePending timer on that interface
should expire, and the (*,G) state machine for the interiduauld send (*,G) PruneEcho on LAN3
and transit to Nolnfo staté.€.,the (*,G) entry in the RUT should expire). As a result of thatisition,
the RUT should send (*,G) Prune message toward the RP (TR&)y)@a multicast packets should be
forwarded by the RUT on LANS.

Part F:

e The results until after S2 is started should be same as ilCP&t and E.

e After the (*,G) Prune message from TR1 is received by the Rud,(*,G) state machine for the
interface that connects the RUT to LAN3 should transitiorPtanePending state (the reason that
it does not transit to Nolnfo instead is because the RUT ha® iti@n one PIM neighbors on that
interface). Assuming that TR2 has (*,G) multicast routingre in Joined state for the RP it had
originated (*,G) Join message earlier, then after verytstasmdom intervat _overri de (rand(O,
2.5) sec) TR2 should send another (*,G) Join message to tfie &iter the RUT receives that (*,G)
Join message from TR2, the (*,G) state machine for the eterthat connects the RUT to LAN3
should transition back to Join state. As a result of thatsiteom, the RUT should not send (*,G)
Prune message toward the RP (TR3), and the multicast pasikettd continue to be forwarded by
the RUT on LANS.

Part G:

e After the RUT receives the (*,G) Join message with the mism&P address inside, it should silently
ignore it without any further action.

Possible ProblemsNone.
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4.3 Receiving (S,G) Join/Prune Messages

Purpose: Verify that (S,G) Join/Prune messages are received anégsed properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.3

Discussion: When a PIM-SM router receives a PIM (S,G) Join/Prune mesghgeper-interface (S,G)
state machine should be updated appropriately. Typidaly (S,G) Join message is received, the interface
it was received on should be added to the set of outgoingfaties to forward packets destined for the
specified source address and multicast group. If that sgubbecame non-empty, an (S,G) Join should
be sent toward the specified source. If an (S,G) Prune messageeived, typically it should remove the
interface it was received on from the set of outgoing interfafor that source and group. If that set has just
became empty, an (S,G) Prune message should be sent towaaiitce.

Test Setup: Connect the RUT, TR1, TR2, TR3, S1, and S2 according to Figi#& Enable PIM-SM on
the RUT, TR1, TR2, and TR3. Configure S1 and S2 as sendersdop §24.0.1.20.

LAN1 TR1 |—
LAN3 RUT LAN4 TR3 LANS ( ::>
LAN2 TR2 |
Figure 4.3: Receiving (S,G) Join/Prune messages test setup
Procedure:

Part A: Receiving (S,G) Join messages at the first-hop router

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

2. Start observing the downstream (S,G) per-interface stachine at the RUT.

3. Compose an (S,G) Join message at TR1 with the source adare® the address of S1, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

4. Start S1, and observe the data packets transmitted bytfieoR LAN3.

3Note that S1 is used only when TR3 and S2 are not used, herscedt hecessary to have two senders at same time.
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. Wait until the downstream (S,G) per-interface state @RRUT expires.
. Observe the data packets transmitted by the RUT on LANS3.
. Stop S1.

B: Receiving (S,G) Prune messages at the first-hop route

Configure the RUT as the RP. Start the RUT and TRL1. If nepgssait until the RP-set in the RUT
and TR1 converges.

. Start observing the downstream (S,G) per-interface staichine at the RUT.

. Compose an (S,G) Prune message at TR1 with the sourcesadatdo the address of S1, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

Compose an (S,G) Join message at TR1 with the source addet® the address of S1, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

. Start S1, and observe the data packets transmitted byifieoR LAN3.

. Compose an (S,G) Prune message at TR1 with the sourcesadatdo the address of S1, and send it
to the RUT.

. Observe the messages and data packets transmitted by TherR_LAN3.

. Stop S1.

C: Receiving (S,G) Join messages at non-first-hop route

Configure TR3 as the RP. Start the RUT, TR1, and TR3. If sacgswait until the RP-set in the
RUT, TR1, and TR3 converges.

. Start observing the downstream (S,G) per-interface sta@ichine at the RUT.

Compose an (S,G) Join message at TR1 with the source addret® the address of S2, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).

Observe the messages transmitted by the RUT on LANA4.

Start S2, and observe the data packets transmitted byttfieoR LAN3.
Wait until the downstream (S,G) per-interface state MRWUT expires.
Observe the data packets transmitted by the RUT on LAN3.

Stop S2.

D: Receiving (S,G) Prune messages at non-first-hogerout

. Configure TR3 as the RP. Start the RUT, TR1, and TR3. If margswait until the RP-set in the

RUT, TR1, and TR3 converges.

55



2. Start observing the downstream (S,G) per-interface staichine at the RUT.

3. Compose an (S,G) Prune message at TR1 with the sourcesadetao the address of S2, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

4. Compose an (S,G) Join message at TR1 with the source aduiet® the address of S2, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

5. Observe the messages transmitted by the RUT on LANA4.
6. Start S2, and observe the data packets transmitted byufieoR LAN3.

7. Compose an (S,G) Prune message at TR1 with the sourcesadetao the address of S2, and send it
to the RUT.

8. Observe the messages transmitted by the RUT on LAN3 andd,.Ahd the data packets transmitted
by the RUT on LAN3.

9. Stop S2.

Part E: Receiving (S,G) Prune messages on a LAN.
This part is same as Part D, except that in Step 1 we start TR2las

Part F: Receiving (S,G) Join and Prune messages on a LAN.
This part is same as Part E, except that in Step 2 we composgeaddsame (S,G) Join message from
TR2 as well.

Observable Results:
Part A:
e After the (S,G) Join message is received by the RUT, it shorddte the appropriate (S,G) multicast

routing entry for that source and group, and the interfaeeatd LAN3 should be in Join state and
added to the set of outgoing interface for that entry:

Xorp> show pimjoin

G oup Sour ce RP Fl ags

224.0.1.20 10.3.0.2 10.3.0.1 SG Directl yConnect edS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMW
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF (S, G : UNKNOWN

Upstream st at e: Joi ned

Regi ster state: Regi st er Noi nf o Regi st er Not Coul dRegi st er
Join tinmer: 51

Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP: L
Joins WC. L



Joins SG ..., O......
Join state: ..., O......
Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert winner SG ... ...,
Assert lost WC. L.
Assert lost SG ... ...
Assert lost SG RPT:  ..............
Assert tracking SG  ..... O......
Coul d assert WC. ...
Coul d assert SG ...
| amDR .. Q0. ......
Imediate olist RP. ... ... .. .....
Imediate olist WC. ... ...
| mediate olist SG  ...... O......
I nherited olist SG  ...... O......
Inherited olist SGRPT:  ..............
PIMinclude WC. ... .. ... .....
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... . L.

e After S1is started, the multicast data packets should hegiated by the RUT on LANS3. In addition,
the SPT flag for the entry should be set:

Xorp> show pimjoin

G oup Sour ce RP Fl ags

224.0.1.20 10.3.0.2 10.3.0.1 SG SPT Directl yConnect edS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMW
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF' (S, G : UNKNOWN

Upstream st at e: Joi ned

Regi ster state: Regi st er Noi nf o Regi st er Not Coul dRegi st er
Join tinmer: 19

Local receiver include WG ..............
Local receiver include SG ..............
Local receiver exclude SG ..............

Joins RP:
Joins WC. L
Joins SG ..., O......
Join state: ..., O......

Prune state: L. L.
Prune pending state: ..., ... ...



| am assert wi nner state: ..............
| am assert loser state: ..............
Assert winner W&, L.
Assert winner SG ...,
Assert lost WC. L.
Assert lost SG ... ...
Assert lost SG RPT: ..............

Assert tracking sG  ..... O......
Coul d assert WC. ...
Coul d assert SG ~ ...... O......
| amDR ... Q0. ......

Imediate olist RP. ... ... .. .....
Imediate olist We. ... ... ...
| mediate olist SG  ...... O......
| nherited olist SG  ...... O......
Inherited olist SGRPT:  ..............
PIMinclude WC. ... .. ... .....
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... . ..

e After J/ P_Hol dTi ne (210), the (S,G) state machine for the interface that casnthe RUT to
LANS3 should timeout and transition to Nolnfo state. As a tesii that transition, no multicast
packets should be forwarded by the RUT on LAN3. However, 81&] entry itself should not be
removed yet, because the directly-connected senderliacttite:

Xorp> show pimjoin

G oup Sour ce RP Fl ags

224.0.1.20 10.3.0.2 10.3.0.1 SG Directl yConnect edS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMW
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF (S, G : UNKNOWN

Upstream st at e: Not Joi ned

Regi ster state: Regi st er Noi nf o Regi st er Not Coul dRegi st er
Join tinmer: -1

Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP: L
Joins WC. L
Joins SG L
Join state: L.
Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert |oser state: ..............



Assert
Assert
Assert
Assert
Assert
Assert

w nner WC:
w nner SG

| ost WC

| ost SG

| ost SG_RPT:
tracki ng SG

Coul d assert WC
Coul d assert SG

| am DR

| medi ate olist RP:
| medi ate olist WC
| medi ate olist SG
I nherited olist SG

I nherited olist SG RPT:

PI M i ncl ude WC:
PI M i ncl ude SG
Pl M excl ude WC:

e After the sender is stopped, and after it has been inactivdepal i ve_Peri od (210 sec), the
(S,G) entry should expire.

Part B:

e After the (S,G) Prune message is received by the RUT, the) (@aB machine for the interface that
connects the RUT to LAN3 should continue to stay in the Nobi#de {.e.,no (S,G) multicast routing
entry should be created).

o After that, the results until after S1 is started should bmeesas in Part A.

e After the (S,G) Prune message is received by the RUT, the)(8&ak machine for the interface
that connects the RUT to LAN3 should transition to NolnfatestaAs a result of that transition no
multicast packets should be forwarded by the RUT on LAN3. E\my, the (S,G) entry itself should
not be removed yet, because the directly-connected semdgit active (see Part A).

e After the sender is stopped, and after it has been inactiv&depal i ve_Peri od (210 sec), the
(S,G) entry should expire.

Part C:

¢ After the (S,G) Join message is received by the RUT, it shorddte the appropriate (S,G) multicast
routing entry for that source and group, and the interfaeeatd LAN3 should be in Join state and
added to the set of outgoing interface for that entry:

Xorp> show pimjoin

G oup
224.0.1. 20

Sour ce

10.4.0.2
Upstreaminterface (S):
Upstreaminterface (RP):

RP Fl ags
10.4.0.1 SG
dcl
dcl
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Upstream MRI B next hop (RP): 10.3.0.2
Upstream MRIB next hop (S): 10.3.0.2
Upstream RPF (S, G : 10.3.0.2
Upstream st at e: Joi ned

Regi ster state:

Join tiner: 47

Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP:
Joins WC. L
Joins SG ... O......
Join state: ..., O......

Prune state: L. L.
Prune pending state: ..., ... ...,
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert winner SG ...,
Assert lost WC. L.
Assert lost SG ... ...
Assert lost SG RPT:  ..............
Assert tracking SG  ..... O ......
Coul d assert WC. ...
Coul d assert SG ...
| amDR ... O......
Imediate olist RP. ... . ... ... ...
Imediate olist We. ... ... ...
| mediate olist SG ...... O......
I nherited olist SG  ...... O......
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . ... . .....
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... . L.

Further, the RUT itself should originate an (S,G) Join mgesaward the source (S2).

e After S2 is started, the multicast data packets forwarded®R8 on LAN4 should be forwarded by
the RUT on LAN3. Further, the SPT-bit for the entry should bt s

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 10.4.0.2 10.4.0.1 SG SPT
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.3.0.2
Upstream MRIB next hop (S): 10.3.0.2
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Upstream RPF (S, G : 10.3.0.2

Upstream st at e: Joi ned
Regi ster state:
Join tinmer: 19

Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............

Joins RP:
Joins WC. L
Joins SG ..., O......
Join state: ..., O......

Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert winner SG ... ...,
Assert lost WC. L.,
Assert lost SG ... ...
Assert lost SG RPT: ..............

Assert tracking sG  ..... O......
Coul d assert WC. ...
Coul d assert SG ..., O......
| amDR ... O......

Imediate olist RP. ... ... .. .....
Imediate olist We. ... ...
| mediate olist SG  ...... O......
| nherited olist SG  ...... O......
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .....
PIMinclude SG . ... ... .. ...,
PI M exclude SG ... ... ..

e After J/ P_Hol dTi me (210), the (S,G) state machine for the interface that casntbe RUT to
LAN3 should timeout and transition to Nolnfo state As a residlthat transition, the RUT should
send (S,G) Prune message toward the source (S2), and neasuliackets should be forwarded
by the RUT on LAN3. Note that if the implementation does nohoge (S,G) entries that have the
Keepalive Timer running, the entry may not be removed yet:

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 10.4.0.2 10.4.0.1 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.3.0.
Upstream MRI B next hop (S): 10.3.0.
Upstream RPF (S, G : 10.3.0.2

2
2
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Upstream st at e: Not Joi ned

Regi ster state:

Join tinmer: -1

Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP: L
Joins WC. L
Joins SG L
Join state: L.
Prune state: L L.
Prune pending state: .......... ...
| am assert winner state: ..............
| am assert |oser state: ..............
Assert winner W&, L. ...,
Assert winner SG ... ...,
Assert lost WC. L.
Assert lost SG L. L.
Assert lost SG RPT:  ..............
Assert tracking SG ... ... ...
Coul d assert WC. ...
Coul d assert SG ... ...
| amDR L. O......
Imediate olist RP. ... . ... . .....
Imediate olist We. ... L.
Imediate olist SG ..., ... ... ...
I nherited olist SG  ..............
I nherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .. ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... oL,

e After the sender is stopped, and after it has been inactiv&depal i ve_Per i od (210 sec), the
(S,G) entry should expire if it was not removed earlier.

Part D:

¢ After the (S,G) Prune message is received by the RUT, the) (@aB machine for the interface that
connects the RUT to LAN3 should continue to stay in the Nobt#de {.e.,no (S,G) multicast routing
entry should be created).

o After that, the results until after S2 is started should bmesas in Part C.

e After the (S,G) Prune message from TR1 is received by the RhET(S,G) state machine for the
interface that connects the RUT to LAN3 should transitiorNwnfo state. This may or may not
remove the (S,G) entry itself (see the observable resulaim C). As a result of that transition, the
RUT should send (S,G) Prune message toward the source ®Rhcamulticast packets should be
forwarded by the RUT on LAN3. Note that because the RUT hag oné PIM neighbor on LAN3,
it does not need to send (S,G) PruneEcho on LAN3.
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Part E:

e The results until after S2 is started should be same as ilCPamt D.

e After the (S,G) Prune message from TR1 is received by the RET(S,G) state machine for the
interface that connects the RUT to LAN3 should transitiorPtanePending state (the reason that
it does not transit to Nolnfo instead is because the RUT ha® iti@n one PIM neighbors on that
interface). Afterd/ P_Cverri de_Il nterval (1) (3 sec), the PrunePending timer on that interface
should expire, and the (S,G) state machine for the intershoald send (S,G) PruneEcho on LAN3
and transit to Nolnfo state. This may or may not remove th&)@&ntry itself (see the observable
results in Part C). As a result of that transition, the RUTudtigend (S,G) Prune message toward the
source (S2), and no multicast packets should be forwardedebiRUT on LANS.

Part F:

e The results until after S2 is started should be same as ilCP&t and E.

e After the (S,G) Prune message from TR1 is received by the RhET(S,G) state machine for the
interface that connects the RUT to LAN3 should transitiorPtanePending state (the reason that
it does not transit to Nolnfo instead is because the RUT ha® iti@n one PIM neighbors on that
interface). Assuming that TR2 has (S,G) multicast routintyyein Joined state for the source it had
originated (S,G) Join message earlier, then after verytsaodom intervat _overri de (rand(O,
2.5) sec) TR2 should send another (S,G) Join message to theARdr the RUT receives that (S,G)
Join message from TR2, the (S,G) state machine for the amerthat connects the RUT to LAN3
should transition back to Join state. As a result of thatsiteom, the RUT should not send (S,G)

Prune message toward the source (S2), and the multicasttpaatiould continue to be forwarded by
the RUT on LANS3.

Possible ProblemsNone.
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4.4 Receiving (S,G,rpt) Join/Prune Messages

Purpose: Verify that (S,G,rpt) Join/Prune messages are receivegpaowdssed properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.4

Discussion:When a PIM-SM router receives a PIM (S,G,rpt) Join/Prunesags, the per-interface (S,G,rpt)
state machine should be updated appropriately. Typidadp, (S,G,rpt) Prune message is received, it should
remove the interface it was received on from the set of ontgiterfaces for that source and group. If that
set has just became empty, an (S,G,rpt) Prune message $teséht toward the RP. If an (S,G,rpt) Join

message is received, typically the interface it was redeore should be removed from the list of pruned

outgoing interfaces for that source and group.

Test Setup: Connect the RUT, TR1, TR2, TR3, S1, and S2 according to Figué. Enable PIM-SM on
the RUT, TR1, TR2, and TR3. Configure S1 and S2 as sendersdop §24.0.1.20.

LAN1 TR1 |
LAN3 RUT LAN4 TR3 LANS <::>
LANZ2 TR2 |
Figure 4.4: Receiving (S,G,rpt) Join/Prune messagesdagh s
Procedure:

Part A: Receiving (S,G,rpt) Join messages at the first-hopero

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

2. Start observing the downstream (S,G,rpt) per-interéae machine at the RUT.

3. Compose an (S,G,rpt) Join message at TR1 with the soudcesadset to the address of S1, and send
it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).
4. Observe the downstream (S,G,rpt) per-interface statesiRUT.

“Note that S1 is used only when TR3 and S2 are not used, herscedt hecessary to have two senders at same time.
®Note that currently TR3 and S2 are not used in the test saendeiscribed below.
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5.

Part

1.

4,

Part

Start S1, and observe the data packets transmitted byifieoR LAN3.

B: Receiving (S,G,rpt) Prune messages at the first-bager.

Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

Start observing the downstream (S,G,rpt) per-inter&iate machine at the RUT.

. Compose an (S,G,rpt) Prune message at TR1 with the soddcesa set to the address of S1, and

send it to the RUT. Thd/ P_Hol dTi e of the message should be set to its default value (210).

Observe the downstream (S,G,rpt) per-interface stateeiRUT for at leasd/ P_Hol dTi ne (210).

C: Receiving (S,G,rpt) Prune and (S,G,rpt) Join messay the first-hop router.

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT

(o]

Part

1.

and TR1 converges.
Start observing the downstream (S,G,rpt) per-inter&ate machine at the RUT.

Compose an (S,G,rpt) Prune message at TR1 with the soddcesa set to the address of S1, and
send it to the RUT. Thd/ P_Hol dTi e of the message should be set to its default value (210).

. Observe the downstream (S,G,rpt) per-interface stateiRUT.

. Start S1, and observe the data packets transmitted byifieoR LAN3.

. Compose an (S,G,rpt) Join message at TR1 with the soudtesadset to the address of S1, and send
it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

. Observe the downstream (S,G,rpt) per-interface stateeiRUT.
. Stop S1.

D: Receiving (S,G,rpt) Prune and (*,G) Join messageahatffirst-hop router.

Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

Start observing the downstream (S,G,rpt) per-interéaate machine at the RUT.

. Compose an (S,G,rpt) Prune message at TR1 with the soddresa set to the address of S1, and
send it to the RUT. Thé&/ P_Hol dTi nme of the message should be set to its default value (210).

. Observe the downstream (S,G,rpt) per-interface stateeiRUT.
. Start S1, and observe the data packets transmitted byifieoR LAN3.

. Compose an (*,G) Join message at TR1 with the source adse¢$o the address of S1, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

. Observe the downstream (S,G,rpt) per-interface stdteeiRUT.
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8. Compose a message at TR1 that contains (*,G) Join with BhadRlress set to the address of the
RUT, and (S,G,rpt) Prune with the source address set to tiresslof S1, and send it to the RUT. The
J/ P_Hol dTi nme of the message should be set to its default value (210).

9. Observe the downstream (S,G,rpt) per-interface stateiRUT.

10. Stop S1.

Observable Results:
Part A:

¢ After the (S,G,rpt) Join message is received by the RUT, #6 (pt) state machine for the interface
that connects the RUT to LAN3 should continue to stay in thinfkostate {.e.,no (S,G,rpt) multicast

routing entry should be created).

e After S1is started, no multicast packets should be forwamethe RUT on LAN3.

Part B:

e After the (S,G,rpt) Prune message is received by the RUTS®,rpt) state machine for the interface
that connects the RUT to LAN3 should transition to Prunefgndtate. The state machine should
remain in that state fal/ P_Overri de_I nterval (1) (3 sec). After that it should transition to

Prune state:

Xor p> show pimjoin

G oup Sour ce RP
224.0.1. 20 10.3.0.2 10.3.0.1
Upstreaminterface (9S): dcl

Upstreaminterface (RP):
Upstream MRI B next hop (RP):
Upstream RPF (S, G rpt):
Upstream st at e:
Cverride tinmer:
Local receiver
Joi ns RP:

Joi ns WC
Prunes SG RPT:
Join state:
Prune state:
Prune pendi ng state:
Prune tnp state:

Prune pending tnmp state:
Assert w nner WC

Assert | ost WC

Assert |ost SG RPT:

Coul d assert WC

Coul d assert SG

| am DR

-1

include WC. . ....

register_vif
UNKNOWN
UNKNOAN

Rpt Not Joi ned

Fl ags
SG RPT Directl yConnect edS



Imrediate olist RP. ... ... . ... . ...,
Imediate olist We. ... L.
I nherited olist SG ..., ... ......
Inherited olist SGRPT:  ................
PIMinclude WC. ... . .. o

The Expiry Timer for the interface that connects the RUT taN3should expire aftei/ P_Hol dTi ne
(210). After it expires, the state machine for that integfabiould transition to Nolnfo state, and the
(S,G,rpt) entry itself should be removed.

Part C:

e Until after the (S,G,rpt) Prune message is received by th&, B¢ results should be same as in Part
B.

e After the (S,G,rpt) Join message is received by the RUT, #6 fpt) state machine for the interface
that connects the RUT to LAN3 should transition to Nolnfdstand the (S,G,rpt) entry itself should
be removed.

e At all time after S1 is started, no multicast packets shoglddowarded by the RUT on LAN3.

Part D:

e Until after the (S,G,rpt) Prune message is received by th&, B¢ results should be same as in Part
B and Part C.

e After S1is started, no multicast packets should be forwaimethe RUT on LAN3.

e After the (*,G) Join message is received by the RUT, the (®ilsstate machine for the interface that
connects the RUT to LAN3 should transition to Nolnfo state] ¢he (S,G,rpt) entry itself should be
removed. However, the RUT should have created an (*,G) erfthe (*,G) state machine for the
interface that connects the RUT to LAN3 should be in Joines(abte that after S1 is started, the
router would have (S,G) routing state as well because ofitkeetty-connected source):

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.3.0.1 WC
Upstreaminterface (RP): register_vif
Upstream MRI B next hop (RP): UNKNOMW
Upstream RPF (*, G : UNKNOWN
Upstream st at e: Joi ned
Join tinmer: 51
Local receiver include WC. ................
Joins RP:
Joins M\C:. L. O........
Join state: ... O........

Prune state: L
Prune pending state: ..., ... .. ...,



224,

| am assert w nner state:
| am assert | oser state:
Assert w nner WC:

Assert | ost WC

Assert tracking WC

Coul d assert WC

| am DR

| medi ate olist RP:

| mredi ate olist WC

I nherited olist SG

I nherited olist SG RPT:
PI M i ncl ude WC:

0.1.20 10.3.0.2
Upstreaminterface (S):
Upstreaminterface (RP):

10.3.0.1 SG Directl yConnect edS
dcl
register_vif

Upstream MRI B next hop (RP): UNKNOMW

Upstream MRI B next hop (9S):
Upstream RPF (S, G :
Upstream st ate:

Regi ster state:

Join tiner:

Local receiver include WC
Local receiver include SG
Local receiver exclude SG
Joi ns RP:

Joi ns WC

Joi ns SG

Join state:

Prune state:

Prune pendi ng state:

| am assert w nner state:
| am assert | oser state:
Assert wi nner WC

Assert w nner SG

Assert | ost WC

Assert | ost SG

Assert | ost SG RPT:

Assert tracking SG

Coul d assert WC

Coul d assert SG

I am DR

| medi ate olist RP:

| medi ate olist WC

| medi ate olist SG

I nherited olist SG

I nherited olist SG RPT:

PI M i ncl ude WC:

UNKNOWN
UNKNOAN
Joi ned
Regi st er Noi nf 0 Regi st er Not Coul dRegi st er
51



PIMinclude SG ... ... .. L
PI M exclude SG ...

The multicast packets from S1 should be forwarded by the RUTAN3.

e After the message with the (*,G) Join and (S,G,rpt) Pruneeceived by the RUT, the (*,G) state
machine for the interface that connects the RUT to LAN3 sthoeinain in Join state, but the (S,G,rpt)
state machine for the interface that connects the RUT to LAINRIId transition to Prune state:

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.3.0.1 WC
Upstreaminterface (RP): register_vif
Upstream MRI B next hop (RP): UNKNOMW
Upstream RPF' (*, G : UNKNOWN
Upstream st at e: Joi ned
Join tinmer: 28
Local receiver include WC. ................
Joins RP:
Joins M\C:. L. O........
Join state: ... O........

Prune state: L L.
Prune pending state: ..., ... ... ...
| am assert winner state: ................
| am assert |oser state: ................
Assert winner W&, ...
Assert lost WC. L.

Assert tracking We.  ...... O....... @]
Coul d assert W. ..., O........
| amDR L. QO ........
Imediate olist RP. ... ... .. ... ...,
I mediate olist We.  ...... O........

| nherited olist SG ... .. ... ... ...
Inherited olist SGRPT:.  ................
PIMinclude WC. . ...

224.0.1. 20 10.3.0.2 10.3.0.1 SG RPT Directl yConnect edS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif
Upstream MRI B next hop (RP): UNKNOMW
Upstream RPF (S, G rpt): UNKNOWN
Upstream st at e: Pr uned
Override tinmer: -1
Local receiver include WC. ................
Joins RP: .
Joins M\C:. L. O........
Prunes SG RPT: . ..... O........

Join state:



Prune state: ..., O........
Prune pending state: ..., ... .. ...,
Prune tnp state: .o oL
Prune pending tnp state: ................
Assert winner WC. L.
Assert lost WC. L
Assert lost SG RPT: ... ... ... ... ....

Coul d assert WC. ..., O........
Coul d assert SG Lo
| amDR ... QO ........
Imediate olist RP. ... ... ... ... ..
I mediate olist We. . ..... O........

| nherited olist SG ... .. ... . .....
Inherited olist SGRPT:.  ................
PIMinclude WC. . ...

224.0.1. 20 10.3.0.2 10.3.0.1 SG Directl yConnect edS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMW
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF' (S, G : UNKNOWN

Upstream st at e: Not Joi ned

Regi ster state: Regi st er Noi nf 0 Regi st er Not Coul dRegi st er
Join tinmer: -1

Local receiver include WC. . ...............
Local receiver include SG ................
Local receiver exclude SG ................
Joins RP: .
Joins M\C. L. O........
Joins SG .
Join state: L.
Prune state: L L.
Prune pending state: ..., ... ... ...
| am assert winner state: ................
| am assert loser state: ................
Assert winner WC. L. ...
Assert winner SG ... .. ... ...
Assert lost WC. L.
Assert lost SG L. ...
Assert lost SG RPT: ... ... ... ... ....

Assert tracking SG ... . L. @]
Coul d assert WC. ..., O........
Coul d assert SG ...
| amDR .. QO ........
Imediate olist RP. ... .. .. ... ...,
I mediate olist We. ..., O........

I Mmediate olist SG ... ...



I nherited olist SG ..., ... ......
Inherited olist SGRPT:  ................
PIMinclude WC. ... . . ..
PIMinclude SG ... .. ... . .. ...
PI M exclude SG ... oo

The multicast packets from S1 should stop being forwardeth&®RUT on LAN3.

Possible ProblemsNone.
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4.5 Sending (*,*,RP) Join/Prune Messages

Purpose: Verify that (*,*,RP) Join/Prune messages are sent properly
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.5

Discussion: If a router receives an (*,*,RP) Join/Prune message, it ne®drto propagate it toward the
RP. A router should monitor its upstream interface for mgesdrom other routers on that subnet, and if it
sees an (*,*,RP) Join to the correct upstream neighborpitilshsuppress its own (*,*,RP) Join message. If
it sees an (*,*,RP) Prune, it should override that prune mds®y an (*,*,RP) Join almost immediately. If

a router sees the Generation ID of the correct upstream baigthange, the router should refresh the state
by sending an (*,*,RP) Join almost immediately. In additigrihe MRIB changes to indicate that the next
hop towards the RP has changed, the router should send aRF),Prune towards the old next hop, and
send an (*,*,RP) Join towards the next hop router.

Test Setup:Connect the RUT, TR1, TR2, TR3, TR4, and S1 according to Eigus. In all tests, configure
the RUT such that the next-hop router toward LANG is TR4, ssistated otherwise.

LAN1 TR1 LAN3

RUT LANS TR4 LANG @

LAN2 TR2 LAN4

TR3

Figure 4.5: Sending (*,*,RP) Join/Prune Messages tespsetu

Procedure:
Part A: JoinDesired(*,*,RP)}—- True/False transaction.

1. Configure TR4 as the RP. Start the RUT, TR1, TR2, and TR4edéssary, wait until the RP-set in
the RUT, TR1, TR2, and TR4 converges.

2. Start observing the (*,*,RP) Join/Prune messages trdteshiby the RUT on LANS.
3. Compose an (*,*,RP) Join message at TR1 with the RP addet$s the address of TR4, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).
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4.

5.

6.

7.

Compose an (*,*,RP) Prune message at TR1 with the RP adsleé$o the address of TR4, and send
it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

Compose an (*,*,RP) Join message at TR1 with the RP addet$s the address of TR4, and send it

to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).

Compose an (*,*,RP) Join message at TR2 with the RP addet$s the address of TR4, and send it

to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).

Compose an (*,*,RP) Prune message at TR2 with the RP adsle¢$o the address of TR4, and send
it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

Part B: (*,*,RP) Join Timer expiration.

1.

2.
3.

4.

Configure TR4 as the RP. Start the RUT, TR1, and TR4. If saecgswait until the RP-set in the
RUT, TR1, and TR4 converges.

Start observing the (*,*,RP) Join/Prune messages trteshby the RUT on LANS.

Compose an (*,*,RP) Join message at TR1 with the RP addet$s the address of TR4, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).

Keep observing the (*,*,RP) Join/Prune messages tratesimby the RUT on LANS for at least
J/ P_Hol dTi ne (210).

Part C: See (*,*,RP) Join message to MRIB.nbrp(RP).

Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

Configure the RUT such that the T-bitin LAN Prune Delay Heliation in the Hello messages sent by
the RUT on LANS is not setife., joins suppression is not disabled). The T-bit in the Hellssages
of TR3 and TR4 can be of any value.

Start observing the (*,*,RP) Join/Prune messages tratesiriity the RUT on LANS.

Compose an (*,*,RP) Join message at TR1 with the RP addréessthe address of TR4, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

Compose an (*,*,RP) Join message at TR3 with the RP addressthe address of TR4, and send it
to TR4 on LANS. Thel/ P_Hol dTi e of the message should be set to its default value (210).

Everyt _peri odi c (60 sec) compose an (*,*,RP) Join message at TR3 with the BResslset to
the address of TR4, and send it to TR4 on LANS. Tiié¢>_Hol dTi ne of the message should be set
to its default value (210).

Keep observing the (*,*,RP) Join/Prune messages trareniiyy the RUT on LANS for at least
J/ P_Hol dTi e (210).

Repeat the whole test, but this time by configuring the RUT3,Tadd TR4 such that the T-bit in LAN
Prune Delay Hello Option is seit€., joins suppression is disabled).
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Part D: See (*,*,RP) Prune message to MRIB.nbap(RP).

Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,*,RP) Join/Prune messages tratesinity the RUT on LANS.

Compose an (*,*,RP) Join message at TR1 with the RP addressthe address of TR4, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).

Compose an (*,*,RP) Prune message at TR3 with the RP addregsthe address of TR4, and send
it to TR4 on LANS. Theld/ P_Hol dTi e of the message should be set to its default value (210).

Keep observing the (*,*,RP) Join/Prune messages trareniy the RUT on LANS for at least
J/ P_Hol dTi e (210).

Part E: MRIB.nexthop(RP) Changes.

Configure the IP address of the interface that connects TRAMG as the RP. Configure the RUT
such that the next-hop router toward the RP is TR4. Start hg RR1, TR3, and TR4. If necessary,
wait until the RP-set in the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,*,RP) Join/Prune messages tratesiriity the RUT on LANS.

Compose an (*,*,RP) Join message at TR1 with the RP addrés$s #ee RP address of TR4, and
send it to the RUT. Thd/ P_Hol dTi e of the message should be set to its default value (210).

Change the MRIB in the RUT such that the next-hop router tdvilae RP is TR3.

Keep observing the (*,*,RP) Join/Prune messages trarenity the RUT on LANS for at least
J/ P_Hol dTi e (210).

Part F: MRIB.nexthop(RP) GenID Changes.

Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,*,RP) Join/Prune messages tratesiriity the RUT on LANS.

Compose an (*,*,RP) Join message at TR1 with the RP addrés$e #ee RP address of TR4, and
send it to the RUT. Thé&/ P_Hol dTi nme of the message should be set to its default value (210).

Quit TR4 (.e.,stop it without graceful shutdown), and start it immediatel

Keep observing the (*,*,RP) Join/Prune messages traremnfiyy the RUT on LANS for at least
J/ P_Hol dTi ne (210).

Observable Results:
Part A:
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e After TR1 sends its first (*,*,RP) Join message to the RUTRRH itself should transmit an (*,*,RP)
Join message on LANS5 with the upstream neighbor address $84. The interface that connects the
RUT to LAN3 should be added to the set of joined interfacegtiercorresponding (*,*,RP) routing
state; the incoming interface for that state should be ttezface that connects the RUT to LANS:

Xorp> show pimjoin

Group Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream st at e: Joi ned

Join tinmer: 54

Joins RP. ... o....

Join state: L. o....

Prune state: L
Prune pending state: ..., ... .. ..

Coul d assert We. ... O....
| amDR . O....
| mediate olist RP: . ....... O....

I nherited olist SG  ..............
I nherited olist SGRPT:  ..............

e After TR1 sends the (*,*,RP) Prune message to the RUT, the Rl should transmit an (*,*,RP)
Prune message on LANS with the upstream neighbor addrets EB#4. The interface that connects
the RUT to LAN3 should be removed from the set of joined irgteels for the corresponding (*,*,RP)
routing state; as a result, this routing state should be vetho

e After TR1 sends its second (*,*,RP) Join message to the RéTrasult should be same as when TR1
sent its first (*,*,RP) Join message.

e After TR2 sends the (*,*,RP) Join message to the RUT, thefaate that connects the RUT to LAN4
should be added to the set of joined interfaces for the qooreting (*,*,RP) routing state; however,
the RUT itself should not transmit an (*,*,RP) Join messaga gesult of that join:

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRIB next hop (RP): 10.2.0.2

Upstream st at e: Joi ned

Join tinmer: 33

Joins RP. L. 00o....

Join state: ... O0o....

Prune state: L. L.
Prune pending state: ..., ... ...

Coul d assert W, ... O0....
| amDR: . O....
| mediate olist RP: . ..... O0....



Inherited olist SG ... ... ... ...,
I nherited olist SGRPT:  ..............

e After TR2 sends the (*,*,RP) Prune message to the RUT, thexfaate that connects the RUT to
LAN4 should be removed from the set of joined interfaces Far torresponding (*,*,RP) routing
state; however, the RUT itself should not transmit an (*P)®rune message as a result of that prune:

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream st at e: Joi ned

Join tinmer: 30

Joins RP. L. o....

Join state: L. o....

Prune state: L. L.
Prune pending state: ..., ... ...

Coul d assert W, L. O....
| amDR: . Oo....
| mediate olist RP: ... ..... O....

Inherited olist SG ... .. ... ...,
Inherited olist SGRPT:  ..............

Part B:

e Until after TR1 sends the (*,*,RP) Join message, the reshitalld be same as in Part A.

e After the RUT receives the (*,*,RP) Join message, it shotidtsransmitting itself (*,*,RP) Join
messages on LANS with the upstream neighbor address settoorie message evetry peri odi ¢
(60 sec).

Part C:

e Until after TR1 sends the (*,*,RP) Join message, the reshitalld be same as in Part A.

e Afterthe RUT receives the (*,*,RP) Join message, it shoddgmit itself an (*,*,RP) Join message on
LANS with the upstream neighbor address set to TR4. The JoneiTin the corresponding (*,*,RP)
state to send the next message should be getper i odi ¢ (60 sec):

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 59
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Joins RP- ... O....
Join state: ... O....
Prune state: L. L.
Prune pending state: ..., ... .. ..

Coul d assert WC. ... O....
| amDR: L. O0....
| mediate olist RP: . ....... O....

Inherited olist SG ... ..........
Inherited olist SGRPT:  ..............

e After TR3 sends the (*,*,RP) Join message to TR4, it shoufzpsess the generation of the (*,*,RP)
Join message at the RUT by increasing the Join Timer in thregonding (*,*,RP) state to_j oi nsuppr ess
(see the protocol specification for description of its value

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream st at e: Joi ned

Join tinmer: 82

Joins RP. L. o....

Join state: L. o....

Prune state: L. L.
Prune pending state: ..., ... ...

Coul d assert W, L. O....
| amDR:. L. O0....
| mediate olist RP: ... ... .. O....

| nherited olist SG ... ... ... . ...
I nherited olist SGRPT:  ..............

e While TR3 keeps sending (*,*,RP) Join messages to TR4, th€ stiduld not generate (*,*,RP) Join
messages on its own.

e When the test is repeated with the T-bit set, the (*,*,RPhJoiessages sent by TR3 should not
suppress the (*,*,RP) Join messages generated by the Rthdénwords, after the RUT receives the
(*,*,RP) Join message, it should start transmitting it§&f,RP) Join messages on LAN5 with the
upstream neighbor address set to TR4: one messagetevper i odi ¢ (60 sec).

Part D:

e Until before TR3 sends the (*,*,RP) Prune message, thetseshbuld be same as in Part C (right
before TR3 sends the (*,*,RP) Join message).

e After TR3 sends the (*,*,RP) Prune message to TR4, the Joieilin the RUT for the corresponding
(*,*,RP) state should be decreasedttoover ri de (rand(0, 2.5) sec). As a result, the RUT should
generate almost immediately an (*,*,RP) Join message ta TR4
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e After that the RUT should continue transmitting (*,*,RPjlanessages to TR4 as normal: one mes-
sage every peri odi c (60 sec).

Part E:

e Until before the MRIB is changed, the results should be sasne Bart C (right before TR3 sends the
(*,*,RP) Join message).

e After the MRIB is changed, the RUT should send an (*,*,RP)fermessage to TR2 (the old upstream
router toward the RP), and right after that it should send*gRP) Join message to TR3 (the new
upstream router toward the RP). The corresponding (*,* ®& in the RUT should indicate the new
upstream router, and the Join Timer should be séet foer i odi ¢ (60 sec):

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.3

Upstream st at e: Joi ned

Join tinmer: 59

Joins RP: L. o....

Join state: L. o....

Prune state: L. L.
Prune pending state: ..., ... .. ..

Coul d assert We. L. O....
| amDR: L. O0....
| mediate olist RP: . ....... O....

Inherited olist SG ..., ..........
Inherited olist SGRPT:  ..............

e After that the RUT should continue transmitting (*,*,RP)jdamessages to TR3 as normal: one mes-
sage every peri odi c (60 sec).

Part F:

e Until before TR4 is restarted, the results should be same &ait C (right before TR3 sends the
(*,*,RP) Join message).

e After TR4 is restarted, the Join Timer in the RUT for the cepending (*,*,RP) state should be de-
creased td _overri de (rand(0, 2.5) sec). As aresult, the RUT should generatesilmmonediately
an (*,*,RP) Join message to TR4.

e After that the RUT should continue transmitting (*,*,RPjrlamessages to TR4 as normal: one mes-
sage every _peri odi c (60 sec).

Possible Problemsin Part E, after the MRIB is changed, the (*,*,RP) Join messaight be sent before
the (*,*,RP) Prune message.
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4.6 Sending (*,G) Join/Prune Messages

Purpose: Verify that (*,G) Join/Prune messages are sent properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.6

Discussion:If a router receives an (*,G) Join/Prune message, it may tepobpagate it toward the RP for
that group. A router should monitor its upstream interfameniessages from other routers on that subnet,
and if it sees an (*,G) Join to the correct upstream neighibshould suppress its own (*,G) Join message.
If it sees an (*,G) Prune, it should override that prune bydsgg an (*,G) Join almost immediately. If a
router sees the Generation ID of the correct upstream neigitiange, the router should refresh the state
by sending an (*,G) Join almost immediately. In additiorthi# MRIB changes to indicate that the next hop
towards the RP has changed, the router should send an (*u@g Powards the old next hop, and send an
(*,G) Join towards the next hop router.

Test Setup:Connect the RUT, TR1, TR2, TR3, TR4, and S1 according to Eigus. In all tests, configure
the RUT such that the next-hop router toward LANG is TR4, ssistated otherwise.

LAN1 TR1 LAN3

RUT LANS TR4 LANG @

LAN2 TR2 LAN4

TR3

Figure 4.6: Sending (*,G) Join/Prune Messages test setup

Procedure:
Part A: JoinDesired(*,G)}=> True/False transaction.

1. Configure TR4 as the RP. Start the RUT, TR1, TR2, and TR4edéssary, wait until the RP-set in
the RUT, TR1, TR2, and TR4 converges.

2. Start observing the (*,G) Join/Prune messages traresivbif the RUT on LANS.

3. Compose an (*,G) Join message at TR1, and send it to the Rig¢l./ P_Hol dTi ne of the message
should be set to its default value (210).
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Compose an (*,G) Prune message at TR1, and send it to the R¢ld/ P_Hol dTi ne of the
message should be set to its default value (210).

Compose an (*,G) Join message at TR1, and send it to the R\¢T./ P_Hol dTi ne of the message
should be set to its default value (210).

. Compose an (*,G) Join message at TR2, and send it to the R\¢T./ P_Hol dTi ne of the message

should be set to its default value (210).

Compose an (*,G) Prune message at TR2, and send it to the Ri¢ld/ P_Hol dTi ne of the
message should be set to its default value (210).

Part B: (*,G) Join Timer expiration.

1.

Configure TR4 as the RP. Start the RUT, TR1, and TR4. If isacgswait until the RP-set in the
RUT, TR1, and TR4 converges.

Start observing the (*,G) Join/Prune messages traresihitt the RUT on LANS.

Compose an (*,G) Join message at TR1, and send it to the R\¢T./ P_Hol dTi e of the message
should be set to its default value (210).

. Keep observing the (*,G) Join/Prune messages transhintéhe RUT on LANS for atleast/ P_Hol dTi ne

(210).

Part C: See (*,G) Join message to RPF'(*,G).

Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. lés&ary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

Configure the RUT such that the T-bit in LAN Prune Delay Hellotion in the Hello messages sent by
the RUT on LANS is not setife., joins suppression is not disabled). The T-bit in the Hellssages
of TR3 and TR4 can be of any value.

Start observing the (*,G) Join/Prune messages transntistede RUT on LANS.

Compose an (*,G) Join message at TR1, and send it to the RW&T/TR_Hol dTi e of the message
should be set to its default value (210).

Compose an (*,G) Join message at TR3, and send it to TR4 on LAN&J/ P_Hol dTi ne of the
message should be set to its default value (210).

Everyt _peri odi c (60 sec) compose an (*,G) Join message at TR3, and send it4@i RANS.
TheJ/ P_Hol dTi nme of the message should be set to its default value (210).

Keep observing the (*,G) Join/Prune messages transmitdeelRUT on LANS for atleasl/ P_Hol dTi e
(210).

Repeat the whole test, but this time by configuring the RUT3,Tahd TR4 such that the T-bit in LAN
Prune Delay Hello Option is seit€., joins suppression is disabled).

Part D: See (*,G) Prune message to RPF'(*,G).
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Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,G) Join/Prune messages transntistede RUT on LANS.

Compose an (*,G) Join message at TR1, and send it to the RW&I/TA_Hol dTi e of the message
should be set to its default value (210).

Compose an (*,G) Prune message at TR3, and send itto TR4 obLANJ/ P_Hol dTi ne of the
message should be set to its default value (210).

Keep observing the (*,G) Join/Prune messages transmitdtelRUT on LANS for atleasl/ P_Hol dTi e
(210).

Part E: MRIB.nexthop(RP(G)) Changes.

Configure the IP address of the interface that connects TRARMG as the RP. Configure the RUT
such that the next-hop router toward the RP is TR4. Start thg RR1, TR3, and TR4. If necessary,
wait until the RP-set in the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,G) Join/Prune messages transniittékde RUT on LANS.

Compose an (*,G) Join message at TR1, and send it to the RW&T/TR_Hol dTi e of the message
should be set to its default value (210).

Change the MRIB in the RUT such that the next-hop router tdwiae RP is TR3.

Keep observing the (*,G) Join/Prune messages transmitdtelRUT on LANS for atleasl/ P_Hol dTi e
(210).

Part F: RPF'(*,G) GenID Changes.

Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,G) Join/Prune messages transntistede RUT on LANS.

Compose an (*,G) Join message at TR1, and send it to the RWI/TA_Hol dTi e of the message
should be set to its default value (210).

Quit TR4 (.e.,stop it without graceful shutdown), and start it immediatel

Keep observing the (*,G) Join/Prune messages transmigtdtetRUT on LANS for atleasl/ P_Hol dTi e
(210).

Part G: RPF'(*,G) Changes.

Configure the IP address of the interface that connects TRAMG as the RP. Configure the RUT
such that the next-hop router toward the RP is TR4. Start hg RR1, TR3, and TR4. If necessary,
wait until the RP-set in the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,G) Join/Prune messages transntistede RUT on LANS.
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e Compose an (*,G) Join message at TR1, and send it to the R&T/TR_Hol dTi e of the message
should be set to its default value (210).

e Trigger changing of RPF'(*,G) at the RUT to TR3 by composing(4G) Assert message at TR3
with RPT-bit set to one, metric and metric preference seéto,zand sending it on LANS.

e Keep observing the (*,G) Join/Prune messages transmutdoelRUT on LANS for atleasl/ P_Hol dTi e
(210).

Observable Results:
Part A:
e After TR1 sends its first (*,G) Join message to the RUT, the RAIf should transmit an (*,G) Join
message on LANS with the upstream neighbor address set to TR& interface that connects the

RUT to LAN3 should be added to the set of joined interfacestlier corresponding (*,G) routing
state; the incoming interface for that state should be ttexface that connects the RUT to LANS:

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 52
Local receiver include WC. ..............
Joins RP: L
Joins MC. L. o....
Join state: L. o....

Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, ...
Assert lost WC. L.,

Assert tracking We. ..., o.0....
Coul d assert WC. ..., O....
| amDR L. O....
Imediate olist RP:. ... ... . .....
I mediate olist We. ..., O....

I nherited olist SG ... ... ... ....
I nherited olist SGRPT:  ..............
PIMinclude WC. ... ... . L.

e After TR1 sends the (*,G) Prune message to the RUT, the R&F gbould transmit an (*,G) Prune
message on LAN5 with the upstream neighbor address set to TRé interface that connects the
RUT to LAN3 should be removed from the set of joined inter&afoe the corresponding (*,G) routing
state; as a result, this routing state should be removed.
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e After TR1 sends its second (*,G) Join message to the RUT,dbeltrshould be same as when TR1
sent its first (*,G) Join message.

e After TR2 sends the (*,G) Join message to the RUT, the interthat connects the RUT to LAN4
should be added to the set of joined interfaces for the qooreting (*,G) routing state; however, the
RUT itself should not transmit an (*,G) Join message as dtresthat join:

Xorp> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF' (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 6
Local receiver include WC. ..............
Joins RP: L
Joins M\C:. L. O0o....
Join state: ... O0....

Prune state: L L.
Prune pending state: ..., . ...
| am assert winner state: ..............
| am assert |oser state: ..............
Assert winner W&, L. ...,
Assert lost WC. L.

Assert tracking We.  ..... 0.0....
Coul d assert WC. ..., oOo....
| amDR ... O....
Imediate olist RP. ... ... .. .....
I mediate olist W, ..., o0Oo....

I nherited olist SG ... ... ... ....
Inherited olist SGRPT:  ..............
PIMinclude WC. . .. L

e After TR2 sends the (*,G) Prune message to the RUT, the atterthat connects the RUT to LAN4
should be removed from the set of joined interfaces for tmeesponding (*,G) routing state; however,
the RUT itself should not transmit an (*,G) Prune messagerasudt of that prune:

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRIB next hop (RP): 10.2.0.2
Upstream RPF' (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 4

Local receiver include WC. ..............



Joins RP:
Joins M\C. L. O....
Join state: ... O....
Prune state: L L.
Prune pending state: ..., ... ...
| am assert winner state: ..............
| am assert |oser state: ..............
Assert winner W&, L. ...,
Assert lost WC. L.

Assert tracking We.  ..... O.0....
Coul d assert WC. ..., O....
| amDR L. O....
Imediate olist RP. ... . ... . .....
I mediate olist We. ..., . O....

| nherited olist SG ... ... ....
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . L.

Part B:

e Until after TR1 sends the (*,G) Join message, the resultaldhme same as in Part A.

e After the RUT receives the (*,G) Join message, it should stansmitting itself (*,G) Join messages
on LANS5 with the upstream neighbor address set to TR4: onsagesevery per i odi ¢ (60 sec).

Part C:

¢ Until after TR1 sends the (*,G) Join message, the resultaldhme same as in Part A.

e After the RUT receives the (*,G) Join message, it shouldgmahitself an (*,G) Join message on
LANS5 with the upstream neighbor address set to TR4. The JoireiTin the corresponding (*,G)
state to send the next message should be getpe@r i odi ¢ (60 sec):

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF' (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 58
Local receiver include WC. ..............
Joins RP: L
Joins M\C:. L. o....
Join state: L. o....

Prune state: L. L.
Prune pending state: ..............



| am assert wi nner state: ..............
| am assert loser state: ..............
Assert winner W&, L.
Assert lost WC. L.

Assert tracking We. ..., O.0....
Coul d assert WC. ..., O....
| amDR L. O....
Imediate olist RP. ... . ..., .....
| mediate olist We. ..., O....

I nherited olist SG ... ... ... ...
I nherited olist SGRPT:  ..............
PIMinclude WC. ... ... .. L.

e After TR3 sends the (*,G) Join message to TR4, it should sagspthe generation of the (*,G) Join
message at the RUT by increasing the Join Timer in the caynelipg (*,G) state td _j oi nsuppr ess
(see the protocol specification for description of its value

Xorp> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 81
Local receiver include WC. ..............
Joins RP: L
Joins M\C:. L. o....
Join state: L. o....

Prune state: L L.
Prune pending state: .......... ...
| am assert winner state: ..............
| am assert |oser state: ..............
Assert winner W&, ...,
Assert lost WC. L.,

Assert tracking We. ..., o.0....
Coul d assert WC. ..., O....
| amDR L. O....
Imediate olist RP. ... . ... . .....
| mediate olist We. ..., O....

| nherited olist SG ... ... ....
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . . . ...

¢ While TR3 keeps sending (*,G) Join messages to TR4, the Rdlildmot generate (*,G) Join mes-
sages on its own.
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e When the test is repeated with the T-bit set, the (*,G) Joissages sent by TR3 should not suppress
the (*,G) Join messages generated by the RUT. In other waftis,the RUT receives the (*,G) Join
message, it should start transmitting itself (*,G) Join sag®s on LANS with the upstream neighbor
address set to TR4: one message everyer i odi ¢ (60 sec).

Part D:

e Until before TR3 sends the (*,G) Prune message, the redqdtsdd be same as in Part C (right before
TR3 sends the (*,G) Join message).

e After TR3 sends the (*,G) Prune message to TR4, the Join Tim#re RUT for the corresponding
(*,G) state should be decreasedttooverri de (rand(0, 2.5) sec). As a result, the RUT should
generate almost immediately an (*,G) Join message to TR4.

e After that the RUT should continue transmitting (*,G) Joiessages to TR4 as normal: one message
everyt _peri odi ¢ (60 sec).

Part E:

¢ Until before the MRIB is changed, the results should be sasne Bart C (right before TR3 sends the
(*,G) Join message).

e After the MRIB is changed, the RUT should send an (*,G) Prumssage to TR2 (the old upstream
router toward the RP), and right after that it should send*adR)(Join message to TR3 (the new
upstream router toward the RP). The corresponding (*,Gg stathe RUT should indicate the new
upstream router, and the Join Timer should be set tper i odi ¢ (60 sec):

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.3
Upstream RPF (*, G : 10.2.0.3
Upstream st at e: Joi ned
Join tiner: 56
Local receiver include WC. ..............
Joins RP:
Joins M\C:. L. o....
Join state: L. o....

Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert lost WC. L.,

Assert tracking We. ..., O.0....
Coul d assert W, L. O....
| amDR . O....



Imediate olist RP. ... ... .. .....
I mediate olist We. ..., . O....
Inherited olist SG ..............
I nherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .. ...,

e After that the RUT should continue transmitting (*,G) Joiessages to TR3 as normal: one message
everyt _peri odi ¢ (60 sec).

Part F:

e Until before TR4 is restarted, the results should be sameRarit C (right before TR3 sends the (*,G)
Join message).

e After TR4 is restarted, the Join Timer in the RUT for the cepending (*,G) state should be decreased
tot _overri de (rand(0, 2.5) sec). As a result, the RUT should generate salimomediately an
(*,G) Join message to TR4.

e After that the RUT should continue transmitting (*,G) Joiessages to TR4 as normal: one message
everyt _peri odi c (60 sec).

Part G:

e Until before RPF'(*,G) is changed, the results should beesasin Part C (right before TR3 sends
the (*,G) Join message).

e After RPF'(*,G) is changed, the Join Timer in the RUT for th@rresponding (*,G) state should be
decreased tb_overri de (rand(0, 2.5) sec). As a result, the RUT should generate sdlmomedi-
ately an (*,G) Join message to TR3. The RPF'(*,G) for theegponding (*,G) state should be set to
TR3:

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF' (*, G : 10.2.0.3
Upstream st at e: Joi ned
Join tinmer: 58
Local receiver include WC. ..............
Joins RP: L
Joins M\C:. L. o....
Join state: L. o....

Prune state: L L.
Prune pending state: .......... ...
| am assert winner state: ..............
| am assert | oser state: ..... O.......
Assert winner W&, ... ...,



Assert lost WC. L

Assert tracking We.  ..... O.0....
Coul d assert WC. ..., O....
| amDR L. OO0....
Imediate olist RP. ... ... .. .....
I mediate olist We. ..., .. O....

I nherited olist SG ... ... .. .. ...
I nherited olist SGRPT:  ..............
PIMinclude WC. ... ... .. L.

e After that the RUT should continue transmitting (*,G) Joiessages to TR3 as normal: one message
everyt _peri odi ¢ (60 sec).

Possible Problems:in Part E, after the MRIB is changed, the (*,G) Join messagghtriie sent before
the (*,G) Prune message. In Part G, if the Assert generatétR3yis not preferred when compared to the
assert metric of TR4, the RPF’(*,G) in the RUT will not be ched.
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4.7 Sending (S,G) Join/Prune Messages

Purpose: Verify that (S,G) Join/Prune messages are sent properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.7

Discussion:If a router receives an (S,G) Join/Prune message, it maytogedpagate it toward the source.
A router should monitor its upstream interface for messdges other routers on that subnet, and if it sees
an (S,G) Join to the correct upstream neighbor, it shoulgprasgs its own (S,G) Join message. If it sees an
(S,G) Prune, it should override that prune by sending an)($ almost immediately. If a router sees the
Generation ID of the correct upstream neighbor change,dbter should refresh the state by sending an
(S,G) Join almost immediately. In addition, if the MRIB clgas to indicate that the next hop towards the
source has changed, the router should send an (S,G) Pruaktotie old next hop, and send an (S,G) Join
towards the next hop router.

Test Setup:Connect the RUT, TR1, TR2, TR3, TR4, and S1 according to Eigur. In all tests, configure
the RUT such that the next-hop router toward LANG is TR4, ssistated otherwise.

LAN1 TR1 LAN3

RUT LANS TR4 LANG @

LAN2 TR2 LAN4

TR3

Figure 4.7: Sending (S,G) Join/Prune Messages test setup

Procedure:
Part A: JoinDesired(S,G}= True/False transaction.

1. Configure TR4 as the RP. Start the RUT, TR1, TR2, and TR4edéssary, wait until the RP-set in
the RUT, TR1, TR2, and TR4 converges.

2. Start observing the (S,G) Join/Prune messages traedryjtthe RUT on LANS.
3. Compose an (S,G) Join message at TR1 with the S addresstisetaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210).
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4. Compose an (S,G) Prune message at TR1 with the S addrasstseiaddress of S1, and send it to
the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

5. Compose an (S,G) Join message at TR1 with the S addresstisetaddress of S1, and send it to the
RUT. Thed/ P_Hol dTi me of the message should be set to its default value (210).

6. Compose an (S,G) Join message at TR2 with the S addresstisetaddress of S1, and send it to the
RUT. Thed/ P_Hol dTi me of the message should be set to its default value (210).

7. Compose an (S,G) Prune message at TR2 with the S addrdedisetaddress of S1, and send it to
the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

Part B: (S,G) Join Timer expiration.

1. Configure TR4 as the RP. Start the RUT, TR1, and TR4. If margswait until the RP-set in the
RUT, TR1, and TR4 converges.

2. Start observing the (S,G) Join/Prune messages trapgigtthe RUT on LANS.

3. Compose an (S,G) Join message at TR1 with the S addresstisetaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi me of the message should be set to its default value (210).

4. Keep observing the (S,G) Join/Prune messages trandrjttbe RUT on LANS for at least/ P_Hol dTi e
(210).

Part C: See (S,G) Join message to RPF'(S,G).

e Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

e Configure the RUT such that the T-bit in LAN Prune Delay Heljation in the Hello messages sent by
the RUT on LANS is not setife., joins suppression is not disabled). The T-bit in the Hellcsages
of TR3 and TR4 can be of any value.

e Start observing the (S,G) Join/Prune messages transrittdte RUT on LANS.

e Compose an (S,G) Join message at TR1 with the S address Betaddress of S1, and send it to the
RUT. Thed/ P_Hol dTi e of the message should be set to its default value (210).

e Compose an (S,G) Join message at TR3 with the S address lsetatddress of S1, and send it to TR4
on LANS. Thed/ P_Hol dTi nme of the message should be set to its default value (210).

e Everyt peri odi c (60 sec) compose an (S,G) Join message at TR3 with the S aduwie® the
address of S1, and send it to TR4 on LAN5. THeP_Hol dTi e of the message should be set to
its default value (210).

e Keep observing the (S,G) Join/Prune messages transmyttbé RUT on LANS for atleasl/ P_Hol dTi ne
(210).

e Repeat the whole test, but this time by configuring the RUT3,Tadd TR4 such that the T-bitin LAN
Prune Delay Hello Option is seit€., joins suppression is disabled).
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Part D: See (S,G) Prune message to RPF'(S,G).

e Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

e Start observing the (S,G) Join/Prune messages transrittdte RUT on LANS.

e Compose an (S,G) Join message at TR1 with the S address Betaddress of S1, and send it to the
RUT. Thed/ P_Hol dTi me of the message should be set to its default value (210).

e Compose an (S,G) Prune message at TR3 with the S addresshsetaddress of S1, and send it to
TR4 on LANS5. Theld/ P_Hol dTi e of the message should be set to its default value (210).

e Keep observing the (S,G) Join/Prune messages transmyttbé RUT on LANS for atleasl/ P_Hol dTi ne
(210).

Part E: MRIB.nexthop(S) Changes.

e Configure TR4 as the RP. Configure the RUT such that the nextdwuter toward S1 is TR4. Start
the RUT, TR1, TR3, and TR4. If necessary, wait until the RPirs¢he RUT, TR1, TR3, and TR4
converges.

e Start observing the (S,G) Join/Prune messages transrhittdte RUT on LANS.

e Compose an (S,G) Join message at TR1 with the S address Betaddress of S1, and send it to the
RUT. Thed/ P_Hol dTi me of the message should be set to its default value (210).

e Change the MRIB in the RUT such that the next-hop router tdvé&r is TR3.
e Keep observing the (S,G) Join/Prune messages transmyttbeé RUT on LANS for atleasi/ P_Hol dTi ne
(210).

Part F: RPF'(S,G) GenID Changes.

e Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

e Start observing the (S,G) Join/Prune messages transrbiftéee RUT on LANS.

e Compose an (S,G) Join message at TR1 with the S address Betaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210).

e Quit TR4 (.e.,stop it without graceful shutdown), and start it immediatel
e Keep observing the (S,G) Join/Prune messages transmyttbé RUT on LANS for atleasl/ P_Hol dTi ne
(210).

Part G: RPF'(S,G) Changes.

e Configure TR4 as the RP. Configure the RUT such that the nextdwuter toward S1 is TR4. Start
the RUT, TR1, TR3, and TR4. If necessary, wait until the RPirs¢he RUT, TR1, TR3, and TR4
converges.
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e Start observing the (S,G) Join/Prune messages transrittdte RUT on LANS.

e Compose an (S,G) Join message at TR1 with the S address Betaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210).

e Trigger changing of RPF’(S,G) at the RUT to TR3 by composing$,G) Assert message at TR3
with RPT-bit, metric and metric preference set to zero, amdigg it on LANS.

e Keep observing the (S,G) Join/Prune messages transmyttbé RUT on LANS for atleasl/ P_Hol dTi ne
(210).

Part H: See (S,G,rpt) Prune message to RPF'(S,G).
This part is same as Part D, except that TR3 sends to TR4 () Bnune instead of (S,G) Prune.

Part I: See (*,G) Prune message to RPF'(S,G).
This part is same as Part D, except that TR3 sends to TR4 (t@¥eRnstead of (S,G) Prune.

Observable Results:
Part A:
e After TR1 sends its first (S,G) Join message to the RUT, the R&&If should transmit an (S,G) Join
message on LANS with the upstream neighbor address set to TR interface that connects the

RUT to LAN3 should be added to the set of joined interfacestlier corresponding (S,G) routing
state; the incoming interface for that state should be ttezface that connects the RUT to LANS:

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 10.4.0.2 10.4.0.3 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream MRIB next hop (S): 10.2.0.2
Upstream RPF (S, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 53
Local receiver include WC. . .............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP.- L
Joins M\C. L
Joins SG ... o....
Join state: L. o....

Prune state: L L.
Prune pending state: .......... ...
| am assert winner state: ..............
| am assert |oser state: ..............
Assert winner W&, L. ...,
Assert winner SG ... ...,
Assert lost WC. L.



Assert lost SG L. L.
Assert lost SG RPT:  ..............
Assert tracking SG ..... 0.0....
Coul d assert WC. ...
Coul d assert SG ...
| amDR L. O0....
Imediate olist RP. ... .. ... .....
Imediate olist WC. ... ... ...
| mediate olist SG  ........ O....
| nherited olist SG  ........ O....
I nherited olist SGRPT:  ..............
PIMinclude WC. ... .. ... . ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... .. . 0oL,

e After TR1 sends the (S,G) Prune message to the RUT, the REIT stsould transmit an (S,G) Prune
message on LAN5 with the upstream neighbor address set to TRé interface that connects the
RUT to LAN3 should be removed from the set of joined inter&af the corresponding (S,G) routing
state; as a result, this routing state should be removed.

e After TR1 sends its second (S,G) Join message to the RUTethdt should be same as when TR1
sent its first (S,G) Join message.

e After TR2 sends the (S,G) Join message to the RUT, the ictettat connects the RUT to LAN4
should be added to the set of joined interfaces for the qomoreting (S,G) routing state; however, the
RUT itself should not transmit an (S,G) Join message as # fghat join:

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 10.4.0.2 10.4.0.3 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream MRIB next hop (S): 10.2.0.2
Upstream RPF' (S, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 2
Local receiver include WC. . .............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP: L
Joins M\C. L
Joins SG ... OO0....
Join state: ... O0....

Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............



Assert winner W&, L.
Assert winner SG ... ...,
Assert lost WC. L.,
Assert lost SG ... ...
Assert lost SG RPT: ..............
Assert tracking sG  ..... 0.0....
Coul d assert WC. ...
Coul d assert SG ...
| amDR L. O....
Imediate olist RP. ... . ... . .....
Imediate olist We. ... ... ...
| mediate olist SG  ...... oO....
I nherited olist SG ...... o0O0....
Inherited olist SGRPT:  ..............
PIMinclude WC. ... .. ... .....
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... . ..

e After TR2 sends the (S,G) Prune message to the RUT, theaotethat connects the RUT to LAN4
should be removed from the set of joined interfaces for theesponding (S,G) routing state; however,
the RUT itself should not transmit an (S,G) Prune messageesu#t of that prune:

Xor p> show pimjoin

Group Sour ce RP Fl ags

224.0.1. 20 10.4.0.2 10.4.0.3 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.
Upstream MRI B next hop (S): 10.
Upstream RPF' (S, G : 10. 2. 0.
Upstream st at e: Joi ned
Join tiner: 3
Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP: L
Joins WC. L
Joins SG L. O....
Join state: ... O....
Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert winner SG ... ...,
Assert lost WC. L.,
Assert lost SG L. L.

2.0.2
2.0.2
2



Assert lost SG RPT: ..............
Assert tracking sG  ..... O.0....
Coul d assert WC. ...
Coul d assert SG ... ...
| amDR L. O....
Imediate olist RP. ... . ... . .....
Imediate olist We. ... L.
| mediate olist SG  ........ O....
I nherited olist SG  ........ O....
I nherited olist SGRPT:  ..............
PIMinclude WC. ... .. ... .....
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... ..

Part B:

¢ Until after TR1 sends the (S,G) Join message, the resultddbe same as in Part A.
e After the RUT receives the (S,G) Join message, it should tsgarsmitting itself (S,G) Join messages
on LANS5 with the upstream neighbor address set to TR4: onsagesevery per i odi ¢ (60 sec).

Part C:

¢ Until after TR1 sends the (S,G) Join message, the resultddbe same as in Part A.

e After the RUT receives the (S,G) Join message, it shouldstnitnitself an (S,G) Join message on
LANS with the upstream neighbor address set to TR4. The JwoireiTin the corresponding (S,G)
state to send the next message should be getp@r i odi ¢ (60 sec):

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1.20 10.4.0.2 10.4.0.3 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream MRIB next hop (S): 10.2.0.2
Upstream RPF' (S, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 56
Local receiver include WC. . .............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP.- L
Joins \C. L
Joins SG L. o....
Join state: ... o....

Prune state: L



Prune pending state: .......... ...
| am assert winner state: ..............
| am assert |oser state: ..............
Assert winner W&, ... ...,
Assert winner SG ... ...,
Assert lost WC. L.,
Assert lost SG L. L.
Assert lost SG RPT:  ..............
Assert tracking SG  ..... O.0....
Coul d assert WC. ...
Coul d assert SG ... ...
| amDR L. O....
Imediate olist RP. ... . ... . .....
Imrediate olist WC. ... L.
| mediate olist SG  ........ O....
I nherited olist SG  ........ O....
I nherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .. ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... . . L.

e After TR3 sends the (S,G) Join message to TR4, it should sspfihe generation of the (S,G) Join
message at the RUT by increasing the Join Timer in the carnepg (S,G) entry td_j oi nsuppr ess
(see the protocol specification for description of its value

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 10.4.0.2 10.4.0.3 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream MRIB next hop (S): 10.2.0.2
Upstream RPF (S, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 75
Local receiver include WC. . .............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP: L
Joins M\C. L
Joins SG L. o....
Join state: L. o....

Prune state: L L.
Prune pending state: ..., . ...
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,



Assert W nner

Assert | ost WC
Assert | ost SG
Assert | ost SG RPT:
Assert tracking SG

Coul d assert WC
Coul d assert SG

I am DR

| mredi at e
| medi at e
| medi at e
| nherited
| nherited

olist
olist
olist
olist
olist

PI M i ncl ude WC:
PI M i ncl ude SG
Pl M excl ude SG

SG

RP:

SG
SG

SG _RPT:

e While TR3 keeps sending (S,G) Join messages to TR4, the ROUlcksmMot generate (S,G) Join
messages on its own.

e When the test is repeated with the T-bit set, the (S,G) Jossages sent by TR3 should not suppress
the (S,G) Join messages generated by the RUT. In other waftdsthe RUT receives the (S,G) Join
message, it should start transmitting itself (S,G) Joingagses on LAN5 with the upstream neighbor
address set to TR4: one message everyer i odi ¢ (60 sec).

Part D:

e Until before TR3 sends the (S,G) Prune message, the rekoliddsbe same as in Part C (right before

TR3 sends the (S,G) Join message).

e After TR3 sends the (S,G) Prune message to TR4, the Join Timlbke RUT for the corresponding
(S,G) state should be decreased tmver ri de (rand(0, 2.5) sec). As a result, the RUT should
generate almost immediately an (S,G) Join message to TR4.

e After that the RUT should continue transmitting (S,G) Joiessages to TR4 as normal: one message
everyt _peri odi ¢ (60 sec).

Part E:

¢ Until before the MRIB is changed, the results should be sasnie Bart C (right before TR3 sends the
(S,G) Join message).

¢ After the MRIB is changed, the RUT should send an (S,G) Pruessage to TR2 (the old upstream
router toward the RP), and right after that it should sendS&6) Join message to TR3 (the new
upstream router toward the RP). The corresponding (S,® stahe RUT should indicate the new
upstream router, and the Join Timer should be set tper i odi ¢ (60 sec):
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Xorp> show pimjoin

Group Sour ce RP Fl ags

224.0.1. 20 10.4.0.2 10.4.0.3 SG
Upstreaminterface (9S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.
Upstream MRI B next hop (S): 10.
Upstream RPF' (S, G : 10. 2. 0.
Upstream st at e: Joi ned
Join tiner: 53
Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP: L
Joins WC. L
Joins SG L. O....
Join state: ... O....
Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L. ...,
Assert winner SG ... ...,
Assert lost WC. L.
Assert lost SG L. L.
Assert lost SG RPT:  ..............
Assert tracking SG  ..... O.0....
Coul d assert WC. ...
Coul d assert SG ... ...
| amDR ... O....
Imediate olist RP. ... ... .. .....
Imediate olist WC. ... ...
| mediate olist SG  ........ O....
I nherited olist SG ........ O....
I nherited olist SGRPT:  ..............
PIMinclude WC. ... .. ... . ...,
PIMinclude SG ... .. ... . ....
PI M exclude SG ... . oL,

2.0.3
2.0.3
3

e After that the RUT should continue transmitting (S,G) Joiessages to TR3 as normal: one message
everyt _peri odi c (60 sec).

Part F:

¢ Until before TR4 is restarted, the results should be same Rarit C (right before TR3 sends the (S,G)
Join message).
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e After TR4 is restarted, the Join Timer in the RUT for the cepending (S,G) state should be de-
creased té _overri de (rand(0, 2.5) sec). As a result, the RUT should generatestlmmnediately
an (S,G) Join message to TR4.

e After that the RUT should continue transmitting (S,G) Joiessages to TR4 as normal: one message
everyt _peri odi c (60 sec).

Part G:

¢ Until before RPF'(S,G) is changed, the results should beesasnin Part C (right before TR3 sends
the (S,G) Join message).

e After RPF'(S,G) is changed, the Join Timer in the RUT for tleresponding (S,G) state should be
decreased tb_overri de (rand(0, 2.5) sec). As a result, the RUT should generate sdlimomedi-
ately an (S,G) Join message to TR3. The RPF'(*,G) for theesponding (*,G) state should be set to
TR3:

Xor p> show pimjoin

Group Sour ce RP Fl ags

224.0.1. 20 10.4.0.2 10.4.0.3 SG SPT
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.
Upstream MRI B next hop (S): 10.
Upstream RPF (S, G : 10. 2. 0.
Upstream st at e: Joi ned
Join tinmer: 49
Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP: L
Joins WC. L
Joins SG ... O....
Join state: ... O....
Prune state: L L.
Prune pending state: ..., . ...
| am assert winner state: ..............
| am assert | oser state: ..... O.......
Assert winner W&, L. ...,
Assert winner SG ... . ...,
Assert lost WC. L.
Assert lost SG L. L.
Assert lost SG RPT:  ..............
Assert tracking sG @ ..... O.0....
Coul d assert WC. ...
Coul d assert SG  ........ O....
| amDR L. OO0....
Imediate olist RP. ... . ... . .....

NN

2. 0.
2. 0.

0
0
3



Imediate olist We. ... ...
| mediate olist SG  ........ O....
I nherited olist SG  ........ O....
I nherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .. ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... . oL,

e After that the RUT should continue transmitting (S,G) Joiessages to TR3 as normal: one message
everyt _peri odi c (60 sec).

Part H:

e Until before TR3 sends the (S,G) Prune message, the rekoliddsbe same as in Part C (right before
TR3 sends the (S,G) Join message).

e After TR3 sends the (S,G,rpt) Prune message to TR4, the JdloierTh the RUT for the corresponding
(S,G) state should be decreased taover ri de (rand(0, 2.5) sec). As a result, the RUT should
generate almost immediately an (S,G) Join message to TR4.

e After that the RUT should continue transmitting (S,G) Joiessages to TR4 as normal: one message
everyt _peri odi c (60 sec).

Part I:

e Until before TR3 sends the (S,G) Prune message, the rekoliddsbe same as in Part C (right before
TR3 sends the (S,G) Join message).

e After TR3 sends the (*,G) Prune message to TR4, the Join Timre RUT for the corresponding
(S,G) state should be decreased tmver ri de (rand(0, 2.5) sec). As a result, the RUT should
generate almost immediately an (S,G) Join message to TR4.

e After that the RUT should continue transmitting (S,G) Joiessages to TR4 as normal: one message
everyt _peri odi ¢ (60 sec).

Possible Problems:In Part E, after the MRIB is changed, the (S,G) Join messagétrbe sent before
the (S,G) Prune message. In Part G, if the Assert generat@&RBys not preferred when compared to the
assert metric of TR4, the RPF’(S,G) in the RUT will not be djech
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4.8 (S,G,rpt) Periodic Messages

Purpose: Verify that (S,G,rpt) Prune periodic messages are senigplop

References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.8

Discussion:When a router is going to send a Join (*,G) message, it may teei@dlude a Prune (S,G,rpt)
in the compound Join/Prune message for each (S,G) it has stat

Test Setup: Connect the RUT, TR1, TR2, TR3, TR4, and S1 according to Eigu8. Configure the IP
address of the interface that connects TR4 to LANG as the BRfiglire the RUT such that the next-hop
router toward the RP is TR2. Configure TR3 such that the negtrbuter toward S1 is TR4.

LAN3 TR3 LANS

I

TR1 RUT TR2 TR4 —@
LAN1 LAN2 LAN4 LANG

Figure 4.8: (S,G,rpt) periodic messages test setup

Procedure:
Part A: SPThit(S,G) == TRUE.

1.

Configure the RUT such that the next hop router toward SRiB. TStart the RUT, TR1, TR2, TR3,
and TR4. If necessary, wait until the RP-set in the RUT, TRR2,TTR3, and TR4 converges.

. Start observing the Join/Prune messages transmittdeeldWT on LAN2.

. Compose an (*,G) Join message at TR1, and send it to the R\¢T./ P_Hol dTi ne of the message

should be set to its default value (210).

Compose an (S,G) Join message at TR1 with the S addresstisetaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210).

Start S1.

. Keep observing the Join/Prune messages transmittecet®UWM on LAN2 until the next (*,G) Join

message is transmitted on LANRe(, for at least _peri odi ¢ (60 sec)).

. Change the MRIB in the RUT such that the next-hop routeatdv1 is the interface that connects

TR3 to LAN3.
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10.

11.

Keep observing the Join/Prune messages transmitteceld®Ui on LANZ2 until the next (*,G) Join
message is transmitted on LANRe(, for at least _peri odi ¢ (60 sec)).

Change the MRIB in the RUT such that the next-hop routeteradioward S1 is TR2.

Keep observing the Join/Prune messages transmittdteldWT on LANZ2 until the next (*,G) Join
message is transmitted on LAN(, for at least _per i odi ¢ (60 sec)).

Repeat the whole test, except that this time change th&MRhe RUT such that the next-hop router
toward S1 is the interface that connects TR3 to LANZ2.

Part B: SPThit(S,G) '= TRUE AND inheritedlist(S,G,rpt) == NULL.

1.

Configure the RUT such that the next hop router toward SRi8. TStart the RUT, TR1, TR2, and
TRA4. If necessary, wait until the RP-set in the RUT, TR1, T&%] TR4 converges.

. Start observing the Join/Prune messages transmittdeeldWT on LAN2.

. Compose an (*,G) Join message at TR1, and send it to the Ri¢T./ P_Hol dTi ne of the message

should be set to its default value (210).

. Compose an (S,G,rpt) Prune message at TR1 with the S adie® the address of S1, and send it

to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).

. Keep observing the Join/Prune messages transmitteceldWi on LAN2 until the next (*,G) Join

message is transmitted on LAN(, for at least _per i odi ¢ (60 sec)).

. Compose an (S,G,rpt) Join message at TR1 with the S adsbessthe address of S1, and send it to

the RUT. Thel/ P_Hol dTi e of the message should be set to its default value (210).

. Keep observing the Join/Prune messages transmitteceldWi on LAN2 until the next (*,G) Join

message is transmitted on LANe(, for at least _per i odi ¢ (60 sec)).

Part C: SPThit(S,G) != TRUE AND inheritedlist(S,G,rpt) != NULL AND RPF'(*,G) = RPF'(S,G,pt).

1.

Configure the RUT such that the next hop router toward SRiB. TStart the RUT, TR1, TR2, TR3,
and TR4. If necessary, wait until the RP-set in the RUT, TRR2,TTR3, and TR4 converges.

Start observing the Join/Prune messages transmittdelRUWT on LAN2.

Compose an (*,G) Join message at TR1, and send it to the R\¢T./ P_Hol dTi e of the message
should be set to its default value (210).

. Trigger changing of RPF’(S,G,rpt) at the RUT to TR3 by casipg an (S,G) Assert message at TR3

with RPT-bit, metric and metric preference set to zero, amdigg it on LAN2.

. Keep observing the Join/Prune messages transmittecet®UWM on LAN2 until the next (*,G) Join

message is transmitted on LANRe(, for at least _peri odi ¢ (60 sec)).

. Trigger changing of RPF’(S,G,rpt) at the RUT to TR2 by casipg an (S,G) Assert message at TR3

with RPT-bit set to zero, metric and metric preference sdtO@00, and sending it on LAN2. Right
after that compose an (S,G) Assert message at TR2 with RPiric and metric preference set to
zero, and send it on LAN2.
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7. Keep observing the Join/Prune messages transmitteceldWi on LANZ2 until the next (*,G) Join
message is transmitted on LANRe(, for at least _peri odi ¢ (60 sec)).

Observable Results:
Part A:

e After TR1 sends the (*,G) Join message to the RUT, the RUTF isd®uld transmit an (*,G) Join
message on LAN2 with the upstream neighbor address set to TR interface that connects the
RUT to LAN1 should be added to the set of joined interfacestlier corresponding (*,G) routing
state; the incoming interface for that state should be thexfacce that connects the RUT to LAN2.
The results for the (S,G) Join message should be similar:

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.1 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF' (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 13
Local receiver include WC. ..............
Joins RP: L
Joins M\C:. L. o....
Join state: L. o....

Prune state: L L.
Prune pending state: ..., . ...
| am assert winner state: ..............
| am assert |oser state: ..............
Assert winner W&, ...,
Assert lost WC. L.,

Assert tracking We. ..., 0.0....
Coul d assert WC. ..., O....
| amDR L. O....
Imediate olist RP. ... . ... . .....
| mediate olist We. ..., O....

| nherited olist SG ..., ... ....
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . . L.

224.0.1.20 10.4.0.2 10.4.0.1 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream MRIB next hop (S): 10.2.0.2
Upstream RPF (S, G : 10.2.0.2
Upstream st at e: Joi ned

Join tiner: 40
Local receiver include WG ..............



Local receiver include SG ..............
Local receiver exclude SG ..............

Joins RP:
Joins MC. ... O....
Joins SG L. O....
Join state: ... O....

Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L. ...,
Assert winner SG ... . ...,
Assert lost WC. L.
Assert lost SG L. L.
Assert lost SG RPT:  ..............

Assert tracking SG  ..... O.0....
Coul d assert WC. ..., O....
Coul d assert SG ...
| amDR ... O....
Imediate olist RP. ... . ... ... ...
| mediate olist We. ..., .. O....
| mediate olist SG  ........ O....
I nherited olist SG  ........ O....

I nherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .. ...,
PIMinclude SG ... .. ... .....
PI M exclude SG ... . . oL,

e After S1is started, the SPT bit for the (S,G) routing stateusithbe set:

Xorp> show pimjoin

<del >

224.0.1.20 10.4.0.2 10.4.0.1 SG SPT
<del >

e Before the MRIB in the RUT is changed, the periodic (*,G) Jmiassages sent by the RUT on LAN2
to neighbor TR2, may contain (S,G) Join inside, but it mustoomtain (S,G,rpt) Prune.

e After the MRIB in the RUT is changed for first time, the periodk,G) Join messages sent by the
RUT on LANZ2 to neighbor TR2 must contain (S,G,rpt) Prune al.we

e After the MRIB in the RUT is changed for second time, the pdidg*,G) Join messages sent by the
RUT on LANZ2 to neighbor TR2 must not contain (S,G,rpt) Prune.

e When the test is repeated such that the MRIB in the RUT is adthsg the next-hop router toward S1
is the interface that connects TR3 to LAN2, the results shbelsame.

Part B:
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e Until after TR1 sends the (*,G) Join message, the resultaldhme same as in Part A.

e After the RUT receives the (S,G,rpt) Prune message, it sherid (S,G,rpt) Prune message on LAN2
with the upstream neighbor address set to TR2. In additicghdd*,G) entry, the RUT must contain
also (S,G,rpt) entry that is in Pruned state:

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.1 WC
<del >
224.0.1. 20 10.4.0.2 10.4.0.1 SG_RPT

Upstreaminterface (S): dcl

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream RPF' (S, G rpt): 10.2.0.2

Upstream st at e: Pr uned

Cverride tiner: -1

Local receiver include WC. . .............

Joins RP: L

Joins M\C. L. o....

Prunes SG RPT: ..., .. O....

Join state: L L.

Prune state: ... O....

Prune pending state: ..., . ...
Prune tnp state: ... L.
Prune pending tnmp state: ..............
Assert winner WC.' L.
Assert lost W, L
Could assert WC. L
Coul d assert SG ...

| amDR: . Oo....
| mediate olist RP: ... ...
| mediate olist We. ... ... O....

| nherited olist SG ... ... ....
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . . L.

Until before the (S,G,rpt) Join is received, the periodi€(Join messages sent by the RUT on LAN2
to neighbor TR2 must contain (S,G,rpt) Prune as well.

e After the (S,G,rpt) Join is received, the RUT must send (®iJoin message on LANZ2 to neighbor
TR2, and the (S,G,rpt) entry should be removed (if it is nataeed, it must be in Not Pruned state).
Further, the periodic (*,G) Join messages sent by the RUTAIZ.to neighbor TR2 must not contain
(S,G,rpt) Prune anymore.

Part C:

¢ Until after TR1 sends the (*,G) Join message, the resultaldhme same as in Part A.

105



e After the RPF’'(S,G,rpt) at the RUT is changed by the (S,G)eftssessage transmitted by TR3 on
LANZ2, the RUT must send (S,G,rpt) Prune message on LAN2 \uighupstream neighbor address set
to TR2. In addition to the (*,G) entry, the RUT must contaia@bn (S,G,rpt) entry that is in Pruned
state, and an (S,G) entry that contains the Assert infoomati

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.4.0.1 WC
<del >
224.0.1.20 10.4.0.2 10.4.0.1 SG_RPT

Upstreaminterface (S): dcl

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream RPF' (S, G rpt): 10.2.0.4

Upstream st at e: Pr uned

Override tinmer: -1

Local receiver include WC. ..............

Joins RP: L

Joins M\C:. L. o....

Prunes SG RPT: .
Join state: L.
Prune state: L
Prune pending state: ..., . ...
Prune tnp state: ... L.
Prune pending tnmp state: ..............
Assert winner WC. L.
Assert lost W, L
Assert lost SG RPT:  ..............

Coul d assert WC. ..., O....
Coul d assert SG  ........ O....
| amDR L. O....
Imediate olist RP. ..., ... . .....
I mediate olist We. ..., O....
I nherited olist SG ..., .........
Inherited olist SGRPT:  ........ o....
PIMinclude WC. ... . ... .. ...,
224.0.1. 20 10.4.0.2 10.4.0.1 SG SPT

Upstreaminterface (S): dcl

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2
Upstream MRIB next hop (S): 10.2.0.2

Upstream RPF (S, G : 10.2.0.4
Upstream st at e: Not Joi ned
Join tinmer: -1

Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............



Joins RP:
Joins M\C. L. O....
Joins SG L
Join state: L.
Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert |oser state: ..... O.......
Assert winner W&, L.,
Assert winner SG ... ...,
Assert lost WC. L.,
Assert lost SG L. L.
Assert lost SG RPT:  ..............

Assert tracking SG ........ o....
Coul d assert WC. ..., O....
Coul d assert SG ..., O....
| amDR ... O....
Imediate olist RP. ... ... .. .....
I mediate olist We. ... .. O....
Imediate olist SG ... .. ... . ...,
| nherited olist SG ........ O....

I nherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .. ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... .. L.

Until before the RPF'(S,G,rpt) at the RUT is changed backR2,Tthe periodic (*,G) Join messages
sent by the RUT on LAN2 to neighbor TR2 must contain (S,G jAptine as well.

Right after the RPF'(S,G,rpt) at the RUT is changed back t@ @R a result of the second and third
Assert messages sent by TR3 and TR2 on LAN2, the RUT must sern8,&,rpt) Join message

on LAN2 with the upstream neighbor address set to TR2. Thg,(ft) entry at the RUT may be

removed, but the (S,G) entry must be kept until the new Assate expires, and it must indicate that
RPF'(S,G) has changed back to TR2:

Xorp> show pimjoin

224.0.1.20 10.4.0.2 10.4.0.1 SG SPT
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2
Upstream MRIB next hop (S): 10.2.0.2

Upstream RPF (S, G : 10.2.0.2
Upstream st at e: Not Joi ned
Join tiner: -1

Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............



Joins RP:
Joins M\C. L. O....
Joins SG L
Join state: L.
Prune state: L. L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert |oser state: ..... O.......
Assert winner W&, L.,
Assert winner SG ... ...,
Assert lost WC. L.,
Assert lost SG L. L.
Assert lost SG RPT:  ..............

Assert tracking SG ........ o....
Coul d assert WC. ..., O....
Coul d assert SG ..., O....
| amDR ... O....
Imediate olist RP. ... ... .. .....
I mediate olist We. ... .. O....
Imediate olist SG ... .. ... . ...,
| nherited olist SG ........ O....

I nherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .. ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... .. L.

Further, the periodic (*,G) Join messages sent by the RUTAIZ.to neighbor TR2 must not contain
(S,G,rpt) Prune anymore.

Possible Problemsin Part C, if the first Assert generated by TR3 is not prefewbeén compared to the
assert metric of TR2, the RPF'(S,G,rpt) in the RUT will notdienged. In Part C, after the RPF'(S,G,rpt)
in the RUT is changed back to TR2, the RUT may transmit twotideh(S,G,rpt) Join messages on LAN2
with the upstream neighbor address set to TR2 within the sleoyt random interval _over ri de (rand(0,
2.5) sec).
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4.9 State Machine for (S,G,rpt) Triggered Messages

Purpose: Verify that (S,G,rpt) Prune triggered messages are sepepso
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.9

Discussion:When a router has (*,G) or (*,*,RP) join state, it may be reqdito keep state machine for
(S,G,rpt) triggered messages if the router or any of itsrapst LAN peers wishes to prune S off the RP
tree.

Test Setup: Connect the RUT, TR1, TR2, TR3, TR4, and S1 according to Eigu®. Configure the IP
address of the interface that connects TR4 to LANG as the BRfiglire the RUT such that the next-hop
router toward the RP is TR2. Configure TR3 such that the negtrbuter toward S1 is TR4.

LAN3 TR3 LANS

I

TR1 RUT TR2 TR4 —@
LAN1 LAN2 LAN4 LANG

Figure 4.9: State machine for (S,G,rpt) triggered messtptsetup

Procedure:

Part A: PruneDesired(S,G,rpg= True transaction in RPTNotJoined(G) state triggered byenited olist(S,G,rpt)
== NULL.

1. Configure the RUT such that the next hop router toward SRi8. TStart the RUT, TR1, TR2, TR3,
and TR4. If necessary, wait until the RP-set in the RUT, TRR2,TTR3, and TR4 converges.

2. Start observing the Join/Prune messages transmittdeetRWT on LAN2.

3. Compose an (*,G) Join message at TR1 that contains al€grf®, Prune with the S address set to
the address of S1, and send it to the RUT. Thé_Hol dTi e of the message should be set to its
default value (210).

4. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT.

5. Repeat the test with sending (*,*,RP) Join instead of *]@n.

Part B: PruneDesired(S,G,rpg= True transaction in RPTNotJoined(G) state triggered byTBKS,G)
== TRUE AND (RPF'(*,G) = RPF'(S,G)))
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1. Configure the RUT such that the next hop router toward Shesriterface that connects TR3 to
LANZ2. Start the RUT, TR1, TR2, TR3, and TRA4. If necessarytwatil the RP-set in the RUT, TR1,
TR2, TR3, and TR4 converges.

2. Start observing the Join/Prune messages transmittdeetWT on LAN2.

3. Compose an (S,G) Join message at TR1 with the S addresstisetaddress of S1, and send it to the
RUT. Thed/ P_Hol dTi me of the message should be set to its default value (210).

4. Start S1.

5. Compose an (*,G) Join message at TR1, and send it to the Rig¢l./ P_Hol dTi ne of the message
should be set to its default value (210).

6. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT.

7. Repeat the test with sending (*,*,RP) Join instead of *]@n.
Part C: PruneDesired(S,G,rpg=- True transaction in NotPruned(S,G,rpt) state triggeredriherited olist(S,G,rpt)
== NULL.

1. Configure the RUT such that the next hop router toward SRi8. TStart the RUT, TR1, TR2, TR3,
and TR4. If necessary, wait until the RP-set in the RUT, TRR2,TTR3, and TR4 converges.

2. Start observing the Join/Prune messages transmittdteliWT on LAN2.

3. Compose an (*,G) Join message at TR1, and send it to the Ri¢D./ P_Hol dTi e of the message
should be set to its default value (210).

4. Compose an (S,G,rpt) Prune message at TR1 with the S addrew the address of S1, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210).

5. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT.

»

. Repeat the test with sending (*,*,RP) Join instead of J*]@n.
Part D: PruneDesired(S,G,rpg=- True transaction in NotPruned(S,G,rpt) state triggered 8 Thit(S,G)
== TRUE AND (RPF’(*,G) = RPF'(S,G)))

1. Configure the RUT such that the next hop router toward Shesriterface that connects TR3 to
LAN3. Start the RUT, TR1, TR2, TR3, and TRA4. If necessarytwatil the RP-set in the RUT, TR1,
TR2, TR3, and TR4 converges.

2. Start observing the Join/Prune messages transmittdeetRWT on LAN2.

3. Compose an (*,G) Join message at TR1, and send it to the Ri¢D./ P_Hol dTi e of the message
should be set to its default value (210).

4. Compose an (S,G) Join message at TR1 with the S addresstsetaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210).

5. Start S1.
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6. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT.

7. Repeat the test with sending (*,*,RP) Join instead of *]@n.

Part E: PruneDesired(S,G,rpt= False transaction in Pruned(S,G,rpt) state triggered therited olist(S,G,rpt)
I= NULL.

1. Configure the RUT such that the next hop router toward SRi8. TStart the RUT, TR1, TR2, TR3,
and TR4. If necessary, wait until the RP-set in the RUT, TRR2,TTR3, and TR4 converges.

2. Start observing the Join/Prune messages transmittdteldiWT on LAN2.

3. Compose an (*,G) Join message at TR1 that contains al€grf®, Prune with the S address set to
the address of S1, and send it to the RUT. Thé_Hol dTi e of the message should be set to its
default value (210).

4. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT
until the next periodic (*,G) Join message is transmitiesl @fter up tot _peri odi ¢ (60 sec)).

5. Compose an (S,G,rpt) Join message at TR1 with the S adsesthe address of S1, and send it to
the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210).

6. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT.

\l

. Repeat the test with sending (*,*,RP) Join instead of (*J@n.

Part F: PruneDesired(S,G,rpty= True transaction in Pruned(S,G,rpt) state triggered byP®it(S,G)
== TRUE AND (RPF'(*,G) = RPF'(S,G)))

1. Configure the RUT such that the next hop router toward Shesterface that connects TR3 to
LAN3. Start the RUT, TR1, TR2, TR3, and TRA4. If necessarytwatil the RP-set in the RUT, TR1,
TR2, TR3, and TR4 converges.

2. Start observing the Join/Prune messages transmitteteldiWT on LAN2.

3. Compose an (*,G) Join message at TR1, and send it to the Ri¢D./ P_Hol dTi e of the message
should be set to its default value (210).

4. Compose an (S,G) Join message at TR1 with the S addresstsetaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210).

5. Start S1.

6. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT
until the next periodic (*,G) Join message is transmitiesl ,@fter up tot _peri odi ¢ (60 sec)).

7. Change the MRIB in the RUT such that the next-hop routeteradoward S1 is TR2.
8. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT.

9. Repeat the test with sending (*,*,RP) Join instead of X]@n.
Part G: RPTJoinDesired(Gy=- False transaction in Pruned(S,G,rpt) state.
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. Configure the RUT such that the next hop router toward SR&. TStart the RUT, TR1, TR2, TR3,

and TR4. If necessary, wait until the RP-set in the RUT, TRR2,TTR3, and TR4 converges.

. Start observing the Join/Prune messages transmittdeeldWT on LAN2.

. Compose an (*,G) Join message at TR1 that contains al&yr(), Prune with the S address set to

the address of S1, and send it to the RUT. Thé_Hol dTi e of the message should be set to its
default value (210).

Observe the Join/Prune messages transmitted by the RUANB and the (S,G,rpt) state in the RUT
until the next periodic (*,G) Join message is transmitiesl,@fter up tot _peri odi ¢ (60 sec)).

. Compose an (*,G) Prune message at TR1, and send it to the Ri&lJ/ P_Hol dTi nme of the

message should be set to its default value (210).

. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT.

. Repeat the test with sending (*,*,RP) Join/Prune instéqt,G) Join/Prune.

Part H: RPTJoinDesired(G}=- False transaction in NotPruned(S,G,rpt) state.

1.

Configure the RUT such that the next hop router toward SRi2. TStart the RUT, TR1, TR2, TR3,
and TR4. If necessary, wait until the RP-set in the RUT, TRR2,TTR3, and TR4 converges.

. Start observing the Join/Prune messages transmittdeetRUWT on LANZ2.

. Compose an (*,G) Join message at TR3, and send it to the RUWANS. TheJ/ P_Hol dTi ne of

the message should be set to its default value (210).

Compose an (*,G) Join message at TR1 that contains al&gr(®), Prune with the S address set to
the address of S1, and send it to the RUT. Th®_Hol dTi ne of the message should be set to its
default value (210).

. Observe the Join/Prune messages transmitted by the RUANSR and the (S,G,rpt) state in the RUT

until the next periodic (*,G) Join message is transmitiesl ,@fter up tot _peri odi c (60 sec)).

. Compose an (*,G) Prune message at TR1, and send it to the Ri¢lJ/ P_Hol dTi ne of the

message should be set to its default value (210).

. Compose an (*,G) Prune message at TR3, and send it to theoRWAN3. Thed/ P_Hol dTi ne

of the message should be set to its default value (210).

. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT.

. Repeat the test with sending (*,*,RP) Join/Prune insté#qt,G) Join/Prune.

Part I: inherited olist(S,G,rpt)— non-NULL transaction in RPTNotJoined(G) state.

The need for performing this test is implementation-speciffor example, it may not be possible to
perform it if an implementation removes (S,G,rpt) entryttisan RPTNotJoined(G) state. The procedure
below assumes that an implementation temporary keepsr{),@ntries that are in RPTNotJoined(G) state
(e.g.,if the (S,G,rpt) entry is removed only after all downstre&@yQ,rpt) state machines are in Nolnfo state,
or only after the corresponding (*,G) entry is removed ad)wel
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. Use an implementation-specific procedure to create &a,1i{&@) entry that is in RPTNotJoined(G)

state, and whose all downstream state machine is in Nolafe.sFor example, one candidate is the
procedure in Part G (an (S,G,rpt) entry may exists at the étitkdest).

. Observe the (S,G,rpt) state in the RUT.

. Compose an (*,G) Join message at TR1, and send it to the Ri¢T./ P_Hol dTi ne of the message

should be set to its default value (210).

Observe the (S,G,rpt) state in the RUT.

. Repeat the test with sending (*,*,RP) Join instead of J*]@n.

Part J: Prune override behavior in NotPruned(S,G,rpt) stat

1.

10.

11.

Configure the RUT such that the next hop router toward SR3. TStart the RUT, TR1, TR2, TR3,
and TR4. If necessary, wait until the RP-set in the RUT, TRR2,TTR3, and TR4 converges.

. Start observing the Join/Prune messages transmittdeeldWT on LAN2.
. Compose an (*,G) Join message at TR3, and send it to the RUAN3. TheJ/ P_Hol dTi ne of

the message should be set to its default value (210).

. Compose an (*,G) Join message at TR1 that contains al&yr(), Prune with the S address set to

the address of S1, and send it to the RUT. Th®_Hol dTi ne of the message should be set to its
default value (210).

. Observe the Join/Prune messages transmitted by the RUANR and the (S,G,rpt) state in the RUT.

. Compose an (S,G,rpt) Prune message at TR3 with the S adsbeto the address of S1, and send

it on LAN2 with the upstream neighbor address set to TR2. IThE_Hol dTi ne of the message
should be set to its default value (210).

. Observe the Join/Prune messages transmitted by the RUANSR and the (S,G,rpt) state in the RUT

for at leastt _overri de (rand(0, 2.5) sec).

. Compose an (S,G,rpt) Prune message at TR3 with the S adue® the address of S1, and send it on

LANZ2 with the upstream neighbor address set to TR2. Immeljiafter that compose an (S,G,rpt)
Join message at TR3 with the S address set to the address ah&Xkend it on LAN2 with the
upstream neighbor address set to TR2. JTh&_Hol dTi me of both messages should be set to the
default value (210).

. Observe the Join/Prune messages transmitted by the RUANS and the (S,G,rpt) state in the RUT

for at leastt _overri de (rand(0, 2.5) sec).

Compose an (S,G) Prune message at TR3 with the S addrésgsiseaddress of S1, and send it on
LAN2 with the upstream neighbor address set to TR2. ThE_Hol dTi ne of the message should
be set to its default value (210).

Observe the Join/Prune messages transmitted by the RUANZ2 and the (S,G,rpt) state in the RUT
for at leastt _overri de (rand(0, 2.5) sec).
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12. Trigger changing of RPF’(S,G,rpt) at the RUT to TR3 by posing an (S,G) Assert message at TR3
with RPT-bit, metric and metric preference set to zero, amdigg it on LAN2.

13. Keep observing the Join/Prune messages transmittdtetiUT on LAN2 until the next (*,G) Join
message is transmitted on LAN2(, for at least _per i odi ¢ (60 sec)).

14. Trigger changing of RPF'(S,G,rpt) at the RUT to TR2 by posing an (S,G) Assert message at TR3
with RPT-bit set to zero, metric and metric preference sétd@00, and sending it on LAN2. Right
after that compose an (S,G) Assert message at TR2 with RPMiric and metric preference set to
zero, and send it on LAN2.

15. Observe the Join/Prune messages transmitted by the RUANZ and the (S,G,rpt) state in the RUT
for atleast _overri de (rand(0, 2.5) sec).

16. Repeat the test with sending (*,*,RP) Join instead d@&)*]oin.

Observable Results:
Part A:

e After TR1 sends the (*,G) Join and (S,G,rpt) Prune messageet®UT, the RUT itself should trans-
mit an (*,G) Join and (S,G,rpt) Prune message on LAN2 withupstream neighbor address set to
TR2. The interface that connects the RUT to LAN1 should beeddd the set of joined interfaces for
the corresponding (*,G) routing state, and to the set offates that are in Prune state for the corre-
sponding (S,G,rpt) routing state. The (*,G) upstream sthtmuld be Joined; the (S,G,rpt) upstream
state should be Pruned. The inherit@ist(S,G,rpt) should be empty:

Xorp> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.1 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF' (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 54
Local receiver include WC. ..............
Joins RP: L
Joins M\C:. L. o....
Join state: L. o....

Prune state: L L.
Prune pending state: ..., . ...
| am assert winner state: ..............
| am assert |oser state: ..............
Assert winner W&, L. ...,
Assert lost WC. L.

Assert tracking We.  ..... O.0....
Coul d assert WC. ... O....
| amDR: . O....

| Mmediate olist RP: ... .. . . ... ...



| mediate olist We. ..., O..